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Abstract of the Dissertation

Finite Length and Trapped-Particle Diocotron Modes

by

Terance Joseph Hilsabeck
Doctor of Philosophy in Physics
University of California, San Diego, 2003
Professor Thomas M. O’Neil, Chairman

Diocotron modes are discussed for a finite length nonneutral plasma column under the assumption of bounce averaged $\mathbf{E} \times \mathbf{B}$ drift dynamics and small Debye length. In this regime, Debye shielding forces the mode potential to be constant along field lines within the plasma. One can think of the plasma as a collection of magnetic field aligned rods that undergo $\mathbf{E} \times \mathbf{B}$ drift across the field and adjust their length so as to maintain the condition $\partial \delta \phi / \partial z = 0$ inside the plasma. Using a Green function to relate the perturbed charge density and the perturbed potential, imposing the constraint $\partial \delta \phi / \partial z = 0$, and discretizing yields a matrix eigenvalue problem. The solutions include the full continuum and discrete stable and unstable diocotron modes. Finite column length introduces a new set of discrete diocotron-like modes. Also, finite column length makes possible the exponential growth of $\ell = 1$ diocotron modes, long observed in experiments. The model is extended to include the dependence of a particle’s bounce averaged rotation frequency on its axial energy. For certain distributions of axial energies, this dependence can substantially affect the instability.
Recent experiments have characterized trapped-particle modes on a non-neutral plasma column[17]. Theoretical predictions for the mode frequency, damping rate, and eigenmode structure are developed here. The modes are excited on a nonneutral plasma column in which classes of trapped and passing particles have been created by the application of a potential barrier. The barrier is created by applying a voltage to an azimuthally symmetric section of the wall near the axial mid-point of the column. Low energy particles near the edge of the column are trapped in one end or the other, while high energy particles near the center of the column transit the entire length. The modes have azimuthal variation \( \ell = 1, 2, \ldots \) and odd \( z \)-symmetry. The trapped particles on either side of the barrier execute \( \mathbf{E} \times \mathbf{B} \) drift oscillations producing density perturbations that are 180° out of phase with each other, while passing particles run back and forth along the field lines attempting to Debye shield the perturbed charge density. The mode is damped by collisional scattering across the separatrix between trapped and passing particles. The damping rate is calculated using a boundary layer analysis of the Fokker-Planck equation. It is also shown that the damping is associated with radial transport of plasma particles.
Chapter 1

Introduction

1.1 Background

Surprisingly, the story of diocotron modes begins in the 19th century with the work of early fluid dynamicists. In 2-dimensions (2D), the equations describing the evolution of $E \times B$ drift oscillations on a low density nonneutral plasma column are isomorphic to the Euler equations that govern the dynamics of inviscid, incompressible fluids[21]. In 1868, H. L. F. von Helmholtz observed that flow past a sharp geometrical edge produces a disturbance in a fluid. More generally, an instability develops at the interface between two stratified fluid layers that are in relative motion along the direction of the interface. A formal solution to this problem for the case of incompressible, inviscid fluids was constructed by Lord Kelvin in 1871 and the phenomenon is now called the Kelvin-Helmholtz instability.

In 1880, the motion of a fluid with a shear velocity profile was analyzed by Lord Rayleigh [29]. In his solution, Rayleigh approximated the velocity profile by piecewise linear segments and obtained an inflection-point stability theorem. Lord Kelvin noted that for smoothly varying velocity profiles, Rayleigh’s equation was infinite near a wave-fluid resonance. By examining velocity streamlines, Kelvin noticed that fluid elements are trapped in ”cat’s eye” patterns near the
resonance[19]. In 1960, K. M. Case discovered that the complete set of normal modes for this system includes a continuous spectrum of modes[2].

During the 1940’s, the development of RADAR technology required sources of high power microwave radiation. Crossed-field tubes in which electron beams are propagated through mutually perpendicular DC electric and magnetic fields were designed to satisfy this need. In one such device, known as the electron wave magnetron, a ”slipping stream” of electrons was found to develop a growing wave due to space-charge forces[23]. ”Slipping stream” refers to the sheared $E \times B$ drift velocity profile of the electron beam. This phenomenon was later labeled the ”Diocotron Effect” by French researchers[11]. The word ”diocotron” is derived from the Greek verb ”$\delta \iota \omega \kappa \omega$” which means ”I chase,” and was chosen as a reminder of the existence of layers in which electrons run next to each other at different velocities. In 1955, H. F. Webster conducted an experiment in which he observed an annular ring of electrons break up into a discrete number of vortex-like current bundles[37]. In some devices, it was concluded that these growing space-charge waves were responsible for the generation of deleterious effects such as spurious signals and noise[10].

In 1965, R. H. Levy made the connection between the fluid dynamics and electron beam physics explicit when he published stability conditions on a uniform density annular electron beam in the low density limit[21]. Levy obtained an exact analogy between the plasma and fluid problems in 2D. In the analogy, the electron density, drift velocity and potential correspond to the fluid vorticity, velocity, and the stream function, respectively. Several years later he found that for the special case of azimuthal wavenumber $\ell = 1$, there exists a universal stable mode with azimuthal phase velocity equal to the $E \times B$ drift frequency at the wall[22]. The mode is universal in the sense that its potential perturbation and phase velocity
are independent of the equilibrium density profile. Briggs, Daugherty and Levy recognized an analogy between the resonant interaction of a diocotron mode with the background plasma rotation and the Landau damping of plasma waves[1]. Their analysis included a dispersion relation for diocotron modes on a uniform density column, resistive wall destabilization of the negative energy waves and spatial Landau damping.

The term ”diocotron mode” now generally refers to an essentially $2D\, E \times B$ drift oscillation of a magnetically confined nonneutral plasma column. Diocotron modes are useful in non-destructive diagnostic measurements. Experimentalists launch and detect diocotron modes in order to obtain information about the number and distribution of charges in the trap. 2D theory is useful for determining this type of information. However, there are additional phenomena connected with diocotron modes caused by axial structure in the system. Two such phenomena are discussed here.

1.2 Finite Length Diocotron Modes

According to standard 2D linear analysis, diocotron modes are stable for azimuthal mode number $\ell = 1$. However, C. F. Driscoll observed exponentially growing $\ell = 1$ modes on a hollow columns confined in a Malmberg-Penning trap[5]. The unstable mode exits simultaneously with the stable mode correctly predicted by theory. Driscoll found that the instability produces substantial cross-field transport and ultimately leads to a stable profile. In 1990, R. A. Smith and M. N. Rosenbluth discovered by initial-value treatment that algebraically growing $\ell = 1$ perturbations appear whenever the equilibrium rotation frequency profile is nonmonotonic[35].

Smith later found that axial variations in the radial electric field introduce a quadratic term into the expression for the rotation frequency, and this can lead to
exponential instability[34]. In fact, adding any extra terms (e.g., terms due to finite gyroradius or viscosity) to the continuity equation destroys the special properties of the fundamental ($\ell = 1$) mode and can lead to exponentially growing modes. However, the growth rates predicted by such terms are too small to explain the experimental results. In 1999 Finn, del-Castillo-Negrete and Barnes introduced a model that included a quadratic radial dependence of the column length and argued that radial excursions of line charge during the perturbed drift motion creates a compressional effect[8]. This model also predicted exponential instability for $\ell = 1$ and the computed growth rates were nearer those measured in the experiments.

In Chapter 2, a model is developed to describe linear diocotron modes on a finite length column. In this model, it is assumed that the Debye length is negligibly small and that the axial bounce frequency of particles is sufficiently high that the plasma may be considered as a collection of magnetic field aligned charged rods. Therefore, a reduced description characterizes the plasma column using two axially independent functions: the $z$-integrated density $N(r, \theta, t)$ and the column length $L(r, \theta, t)$. The equilibrium length of the column is obtained by recognizing that Debye shielding forces the axial electric field at the plasma boundary to vanish. Linear eigenmodes are found by solving the drift-Poisson system of equations subject to the constraint that the axial electric field due to the perturbation must also vanish at the plasma boundary. This constraint determines the amount by which the charged rods change in length as they $\mathbf{E} \times \mathbf{B}$ drift radially in the perturbed potential.

Because the theory presented here admits a plasma of arbitrary shape, it is possible to obtain the mode frequencies for small spheroidal plamsas. The calculated frequencies are in excellent agreement with the corresponding cold fluid mode frequencies given by the analytic dispersion relation of Dubin[6]. Additionally, the
finite length theory predicts that a number of new modes exist for plasmas with very low shear in the rotation profile. These modes were predicted by Finn et. al. and are analogous to Rossby waves in geophysical fluid dynamics. The finite length description also predicts exponentially growing modes on hollow columns. In general, the growth rates for the \( \ell = 1 \) modes are in agreement with the results of Finn et. al. However, the calculated growth rates are generally several times less than measurements and close quantitative agreement requires additional considerations.

To investigate one such consideration, the model is extended to include a kinetic correction due to the dependence of the bounce averaged rotation frequency on the axial particle energy. Although this correction is usually small compared to the rotation frequency, it can become important near the wave-fluid resonance. In a finite temperature plasma, there is a range of axial particle velocities on each field. Therefore, the wave-fluid resonance associated with the unstable mode has a finite radial width. This feature causes the growth rates to depend on the distribution of particle velocities. In the experiments, hollow columns are created from monotonic columns by lowering the confining potential and allowing high axial energy particles to escape. The growth rates calculated for the resulting non-Maxwellian distribution of particle velocities is higher than for the Maxwellian case. This increase in the growth rate improves the correspondence between calculation and measurement. Subsequently, this conclusion was confirmed by particle-in-cell simulations[24].

### 1.3 Trapped-Particle Diocotron Modes

Recent experiments have discovered of a new type of diocotron mode[17]. This mode was observed on columns that are partially divided by the application
of an axisymmetric "squeeze" voltage to a short cylinder near the axial midpoint of the trap. The resulting potential barrier inside the plasma traps particles with low axial energy in the column ends, whereas high energy particles travel the entire length of the column. From the experimental results, the new oscillation was best described as two diocotron-like modes, being 180° out of phase on either side of the squeeze barrier. The experiments further revealed that the mode is damped under all conditions of its observation.

In Chapter 3, a theoretical model for this "trapped-particle" diocotron mode is presented. Since the mode potential has an odd z-symmetry, the bounce-averaged mode potential vanishes for untrapped orbits, so the passing particles do not experience a perturbation in their $\mathbf{E} \times \mathbf{B}$ drift motion. Therefore, the passing particles remain on their original field lines, but move axially in adiabatic response to the mode potential. However, the trapped particles are unaware of the mode potential opposite the squeeze region (except through the coupling provided by the passing particles), so they develop $\mathbf{E} \times \mathbf{B}$ drift perturbations. A simple theory encompassing these dynamics yields a mode frequency that varies from the rotation frequency at the column edge to the usual diocotron frequency, as the squeeze voltage is varied from zero to the plasma potential. This behavior closely matches the experimental observations.

The trapped-particle diocotron mode is a directly analogous to drift waves in neutral plasmas. The basic requirement for the existence of the mode is the presence of two particle classes: slow moving particles that are isolated from the global mode structure, and fast particles that average over the global structure. In drift wave oscillations, this distinction is provided by the much larger inertia of the ions. The electric field in a drift wave has a small component along the magnetic field line. This parallel electric field is large enough to move electrons, but ions are
limited to cross-field drift motion by their large mass.

In another type of neutral drift wave called trapped-ion and trapped-electron modes, magnetic trapping creates the two separate classes of particles. In toroidal magnetic confinement devices, the non-uniform magnetic field produces a mirror effect and prevents particles with low axial velocity from making complete toroidal orbits. If the effective collision time for trapped particles is longer than their orbital period, the trapping effect is important and new modes are introduced into the system. These trapped-particle modes have been studied at great length and are of concern in high temperature devices[36].

The theoretical model used to describe the trapped-particle diocotron mode reduces much of the complexity of the 3D system. The modes are treated with an essentially 2D analysis that excludes the axial variations of potential and density near the ends of the column and in the squeeze region. However, the model correctly treats the dynamics of trapped and passing particles, which is the essential effect in the oscillation. The axisymmetric equilibrium density and potential are obtained through a combination of experimental measurements and a solution of the Poisson-Boltzmann equation. The solution provides the local density profile and radially dependent trapping fraction that are needed to solve the linear eigenmode equation.

The damping mechanism for the trapped-particle diocotron mode is also analyzed. The mode is damped by collisions between the particles near the phase-space separatrix. Although the collision frequency is small compared to the other dynamical frequencies in the experiment, velocity space diffusion is significant near the separatrix between trapped and passing particles. If the plasma were entirely collisionless, the perturbed distribution of guiding centers would be discontinuous at the separatrix velocity. Under such circumstances, even weak collisions are
highly effective in smoothing out the discontinuity; and thus the collisions create an appreciable particle flux through the separatrix. This scattering process causes the wave to be damped and particles to be transported radially. The calculation of the damping rate presented in Chapter 3 employs a boundary layer analysis similar to that previously used by Rosenbluth, Ross and Kostamarov to investigate dissipative trapped-ion instabilities[31].

Resonant Landau damping may also occur in these modes, but it appears to be weak compared to collisional damping in the regimes considered here. Because the trapped-particle diocotron mode has odd symmetry across the squeeze region, there is an axial electric field present there. As particles enter the squeeze region, the wave influences their parallel motion and the opportunity for resonant exchange of energy exists. In the high bounce frequency limit, however, this effect is much weaker than collisional scattering. Resonant particles are deeply trapped and do not penetrate a significant distance into the squeeze and end regions where the axial electric field is appreciable. Particles very near to the separatrix can also bounce resonantly with the wave. However, these particles are so near to the separatrix that collisions scatter the particles out of resonance before energy can be exchanged. Therefore, the collisional damping mechanism dominates in the high bounce frequency regime. However, Landau damping may become important for plasmas in which the bounce and rotation frequencies are comparable.

The theory predicts the existence of additional trapped-particle diocotron modes that have not yet been observed in the experiments. The new modes have azimuthal phase velocities above the peak rotation frequency in the column. These high frequency modes are "self-shielded", i.e. only weak mode potentials exist in the vacuum region outside the plasma column. The modes are indexed by a radial wavenumber, \( n_r \), and the mode frequencies asymptote to the peak rotation
frequency as \( n_r \) increases. These high frequency modes have positive energy, and their damping due to velocity diffusion is associated with a net radial transport inward.

The damping of the trapped-particle diocotron mode and the associated radial transport mechanism appears to have strong implications for asymmetry-induced transport in nonneutral plasmas. Due to construction errors, Malmberg-Penning traps always have weak electric or magnetic asymmetries. Therefore, stray potentials exist that cause particle trapping and perturbed drift orbits throughout the device. Velocity space diffusion across the trapping separatrices provides a pervasive mechanism whereby external field asymmetries can couple into the plasma and produce radial transport. Experiments have shown that the radial transport due to applied, static field asymmetries is directly proportional to the damping rate of the trapped-particle diocotron mode[15]. This result is in agreement with a simple theoretical picture of the process. However, the observed experimental scaling with plasma parameters does not agree with the theory. This discrepancy is the subject of ongoing research and discussion.
Chapter 2

Finite Length Diocotron Modes

2.1 Abstract

Diocotron modes are discussed for a finite length nonneutral plasma column under the assumption of bounce averaged $\mathbf{E} \times \mathbf{B}$ drift dynamics and small Debye length. In this regime, which is common to experiments, Debye shielding forces the mode potential to be constant along field lines within the plasma ($i.e., \partial \delta \phi / \partial z = 0$). One can think of the plasma as a collection of magnetic field aligned rods that undergo $\mathbf{E} \times \mathbf{B}$ drift across the field and adjust their length so as to maintain the condition $\partial \delta \phi / \partial z = 0$ inside the plasma. Using the Green function (for a region bounded by a conducting cylinder) to relate the perturbed charge density and the perturbed potential, imposing the constraint $\partial \delta \phi / \partial z = 0$, and discretizing yields a matrix eigenvalue problem. The mode eigenvector $\delta N_{\ell,\omega}(r_j) \equiv \int dz \delta n_{\ell,\omega}(r_j, z)$ is the $\ell^{th}$ azimuthal Fourier component of the $z$-integrated density perturbation, and the frequency $\omega$ is the eigenvalue. The solutions include the full continuum and discrete stable and unstable diocotron modes. Finite column length introduces a new set of discrete diocotron-like modes. Also, finite column length makes possible the exponential growth of $\ell = 1$ diocotron modes, long observed in experiments. The paper focuses on these two problems. To approach quantitative agreement
with experiment for the $\ell = 1$ instabilities, the model is extended to include the dependence of a particle's bounce averaged rotation frequency on its axial energy. For certain distributions of axial energies, this dependence can substantially affect the instability.

2.2 Introduction

This paper provides a description of diocotron and continuum modes for a finite length nonneutral plasma column[3]. The plasma is confined in a Malmberg-Penning trap with the configuration shown in Fig. 2.1. The wall is a conducting cylinder of radius $R$ that is divided axially into three sections, with the central section grounded and the two end sections held at a positive potential $V$ (to confine a plasma of positive charges). The central section has an axial length of $2Z$ and the end sections extend to infinity. The plasma resides in the region of the central grounded section, with axial confinement provided by electrostatic fields and radial confinement by a uniform axial magnetic field.

Because the plasma is nonneutral, there is a substantial radial electric field, and the plasma experiences an $\mathbf{E} \times \mathbf{B}$ drift rotation, $\omega_E = -(e/Br)(\partial \phi_0 / \partial r)$. Here, $\phi_0 (z, r)$ is the equilibrium plasma potential, $\mathbf{B} = -\hat{z}B$ is the magnetic field, and $(z, \theta, r)$ is a cylindrical coordinate system with the $z$-axis coincident with the axis of the trap. For a plasma of positive charges, it is convenient to choose the magnetic field in the $-\hat{z}$ direction; this makes the rotation frequency (and the mode frequencies) positive. The frequencies are the same for a plasma of negative charges if the sign of the confinement fields is reversed ($i.e., \mathbf{B} \rightarrow -\mathbf{B}$ and $V \rightarrow -V$).

The modes of interest are characterized by frequencies that are comparable to the rotation frequency ($i.e., \omega \sim \omega_E$). The other important dynamical frequencies are the cyclotron frequency, $\Omega_c$, and the characteristic axial bounce frequency.
for a particle, $\omega_b$. In accord with experiment [5, 18], we assume that the frequencies are ordered as $\Omega_c \gg \omega_b \gg \omega_E \sim \omega$. The mode evolution can then be treated with bounce average $E \times B$ drift dynamics.

Also in accord with experiment, we assume that the Debye length is small compared to the plasma dimensions (i.e., $\lambda_D \ll r_p, l_p$). At first glance, the two inequalities $\omega_b \gg \omega_E$ and $\lambda_D \ll l_p$ look contradictory, but they both can be satisfied provided $\omega_p/\Omega_c \ll \lambda_D/l_p$, where $\omega_p$ is the plasma frequency. Here, we have used $\omega_b \sim \bar{v}/l_p$, $\omega_E \sim \omega_p^2/\Omega_c$, and $\lambda_D = \bar{v}/\omega_p$, where $\bar{v}$ is the thermal velocity. The frequency ordering and the smallness of the Debye length justify a reduced description of the plasma. In this Zero Debye Length Reduced Description, the plasma cannot tolerate (shields out) any electric field ($\partial\phi/\partial z$) along the magnetic field. The plasma density, $n(z, \theta, r, t)$, is constant along $z$ within the plasma and drops abruptly to zero at the plasma ends (on the scale $\lambda_D \to 0$). Along each field line, the plasma is characterized by a well-defined length $2L(\theta, r, t)$. For convenience, we use $L(\theta, r, t)$ for the half-length.

The plasma can be thought of as a collection of magnetic field aligned rods that move across the field through $E \times B$ drift motion and adjust their length so that $\partial\phi/\partial z$ vanishes everywhere inside the plasma. We will see that this constraint is satisfied if $\partial\phi/\partial z$ vanishes on the plasma surface [i.e., for $|z| = L(\theta, r, t)$].

With $L(\theta, r, t)$ determined in this way, the plasma state is specified by the two-dimensional $z$-integrated density distribution

$$N(\theta, r, t) = \int_{-\infty}^{+\infty} dz n(z, \theta, r, t) = 2n(\theta, r, t) L(\theta, r, t),$$

(2.1)

where $n(\theta, r, t)$ is the particle density inside the plasma. The electric potential $\phi(z, \theta, r, t)$ is expressed as a functional of $N(\theta, r, t)$ and $L(\theta, r, t)$ through an integral over a Green function for the trap geometry. The advantage of the reduced
description is that it captures the three-dimensional nature of modes on a finite length plasma, while using a 2-D distribution to describe the plasma state.

To discuss the modes, this distribution is written as \( N(\theta, r, t) = N_0(r) + \delta N_{\ell, \omega}(r) \exp(i\ell \theta - i\omega t) \), where the first term describes the equilibrium and the second describes a mode. Likewise, \( L(\theta, r, t) \) is written as the sum \( L_0(r) + \delta L_{\ell, \omega}(r) \exp(i\ell \theta - i\omega t) \), and the equations are linearized in \( \delta N_{\ell, \omega} \) and \( \delta L_{\ell, \omega} \). The analysis is implemented numerically, with functions evaluated at a set of discrete radial points \( \{r_j\} \). The mode eigenvector \( \{\delta N_{\ell, \omega}(r_j)\} \) is determined as the solution to a matrix eigenvalue problem, where the frequency \( \omega \) is the eigenvalue. In the usual manner, eigenvectors for different eigenvalues are orthogonal, and a general linear solution can be written as a superposition of modes.

The set of modes includes what in an analytic theory would be called continuum modes as well as discrete modes. In this sense, the work extends recent work on 2-D modes for an infinitely long column[33].

We focus on two aspects of the modes that are due to finite column length. The first is the existence of a new set of discrete diocotron-like modes that appear in plasmas with very low shear in the rotational flow. The prototype of such a plasma is the uniform density plasma, for which the flow is a shear-free rigid rotation. It is well known that an infinitely long column of uniform density supports only one discrete diocotron-like mode for each azimuthal wave number[3]. In contrast, a uniform density column of finite length supports many additional discrete diocotron-like modes, with azimuthal phase velocities that are shifted from the rotation frequency by a small amount that depends on the plasma end shape. The shift tends to zero as the number of nodes in the radial eigenmode, \( \delta N_{\ell, \omega} \), becomes large. A density variation in the equilibrium introduces shear in the rotational flow, and the new modes are absorbed into the continuum, as they become
resonant with the fluid at some critical radius.

These new modes were predicted by Finn et al.[8], who drew an analogy between the modes and Rossby waves in the quasigeostrophic $\beta$-plane approximation [32]. For analytic convenience, these authors approximated the plasma length by a quadratic function, $L_0(r) \simeq L_0(1 - \kappa r^2)$, where $\kappa$ is a measure of the end shape curvature at $r = 0$. Neglecting any perturbation in the plasma length, they then obtained a simple dispersion relation for the modes that predicts a $\kappa$ dependent shift in the azimuthal phase velocity (relative to the plasma rotation). The predicted frequencies are in qualitative agreement with our numerical results when the end shape is well-approximated by a quadratic function, but can differ significantly in other cases.

For example, the end shape can increase with radius on-axis (corresponding to negative curvature) and decrease with radius off-axis (corresponding to positive curvature). In this case, we find some modes that have a positive phase velocity shift and others that have a negative shift, whereas the dispersion relation predicts a single sign for the shift. The modes with negative shift “live” in a radial region where the equilibrium length is a decreasing function of radius, and the modes with positive shift “live” in the region where the length is increasing. The significance of the modes with positive shift is that they are more able to withstand small shear in the rotational flow. They rotate faster than the plasma.

Next we focus on a particular instability that exists because of finite column length. In general, a necessary condition for diocotron-like instabilities in an infinitely long column is that the column density, $n_0(r)$, be non-monotonic in $r$[3]. For example, a hollow column satisfies this criterion. Likewise, a necessary condition for such instabilities in a finite length column is that $N_0(r)$ be non-monotonic[8, 27]. Detailed stability analyses for an infinitely long, hollow column
have been carried out previously[1, 3]. The modes for azimuthal mode number $\ell = 1$ are special in that analytic solutions are possible for any density profile $n_0(r)$. Surprisingly, the analysis predicts that the $\ell = 1$ modes are neutrally stable, that is, the imaginary part of the mode frequency $\omega$ is zero even for hollow columns[22, 4]. An initial value solution of the infinite length, $\ell = 1$ diocotron instability yields algebraic growth[35]. However, exponential growth of $\ell = 1$ modes is observed experimentally for hollow columns of finite length.

Smith[34] predicted exponential growth when the plasma rotation frequency differs from that given by Gauss’ law for an infinite column. He included a small shift in the rotation frequency arguing heuristically that it was due to the end confinement fields. Finn et al.[8] also considered this problem and obtained exponential growth. Again their analysis approximated the plasma length by a quadratic function. A mode induced perturbation in the plasma length was included for this analysis, but was implemented by a clever technique chosen for analytic convenience rather than experimental fidelity.

In contrast, our model accepts an arbitrary plasma shape and our axial boundary conditions are realistic. Also, our model incorporates the perturbation of the plasma length self-consistently using a Green function. Nevertheless, the two models find similar growth rates for plasmas with significant curvature.

Although consideration of finite length effects predicts the existence of an $\ell = 1$ instability, good quantitative agreement with experiments has not been achieved. In general, the growth rates due to finite length effects alone are several times smaller than the experiments measure. Also, the calculated real frequencies are very near the maximum rotation frequency of the plasma, while the experiment may observe a frequency 25% lower.

In Sec. 2.8, we shall see that the incorporation of kinetic effects and the
details of how the hollow columns are prepared have a significant impact on the instability. The important kinetic effect is the dependence of a particle’s bounce averaged rotation frequency on its axial energy. The faster a particle strikes the end of the column, the larger radial electric force it experiences. Thus, a spread in axial particle energies produces a broadening of the unstable mode’s resonance with the plasma rotation. In order to create the hollow profile columns, the axial confining potential is lowered and the highest energy particles escape. This process essentially cools the column near the trap axis and can significantly change the growth rate and frequency of the instability.

2.3 Basic Equations

Because the cyclotron frequency is large and the cyclotron radius is small, the guiding center drift approximation can be used to follow the particle dynamics. Since the magnetic field is uniform, the guiding center drift Hamiltonian can be written as

\[ H = \frac{p_z^2}{2m} + e\phi(z, \theta, p_\theta, t) \]  \hspace{1cm} (2.2)

where the ordered pairs \((z, p_z = m\dot{z})\) and \((\theta, p_\theta = -eBr^2/2c)\) are canonically conjugate coordinates and momenta and \(\phi\) is the electric potential.

Let \(f = f(z, p_z, \theta, p_\theta, t)\) be the distribution of guiding centers. For convenience, we normalize \(f\) so that the total number of particles is given by

\[ N = \frac{c}{eB} \int f dp_z dz d\theta dp_\theta = \int f dp_z d^3r, \] \hspace{1cm} (2.3)

where \(d^3r = dz d\theta dr\) is the configuration space volume element. The plasma density is then given by

\[ n(z, \theta, r, t) = \int_{-\infty}^{+\infty} dp_z f. \] \hspace{1cm} (2.4)
Also for convenience, we will denote the radial dependence of various quantities interchangeably as $g(r)$ and $g(p_\theta)$, although different functional dependencies are implied for $g$ in the two cases.

On the time scale of the modes, $f$ evolves according to the collisionless drift kinetic equation

$$\frac{\partial f}{\partial t} + [f, H] = 0,$$

(2.5)

where $[f, H]$ is a Poisson bracket

$$[f, H] \equiv \sum_i \frac{\partial f}{\partial q_i} \frac{\partial H}{\partial p_i} - \frac{\partial f}{\partial p_i} \frac{\partial H}{\partial q_i}.$$

The electric potential, $\phi$, must be determined self-consistently from the Poisson equation and the boundary conditions specified for $\phi$ on the conducting wall of the trap. The solution can be written formally as

$$\phi(z, \theta, r, t) = \phi_T(z, r) + e \int_{-\infty}^{+\infty} dz' \int_0^{2\pi} d\theta' \int_0^R dr' G(z, \theta, r | z', \theta', r') n(z', \theta', r', t),$$

(2.6)

where $\phi_T(z, r)$ is the trap potential and $G(z, \theta, r | z', \theta', r')$ is a Green function that vanishes on the wall. Here, $\phi_T(z, r)$ satisfies the Laplace equation and matches the boundary conditions specified for $\phi$ on the wall. The second term (Green function term) satisfies the Poisson equation and vanishes on the wall, so the sum of the two provides the correct solution.

The Green function for the interior of an infinitely long, grounded, conducting cylinder, of radius $R$, is well known[14]

$$G(z, \theta, r | z', \theta', r') = \frac{2}{R} \sum_{l=-\infty}^{+\infty} \sum_{n=1}^{\infty} e^{il(\theta-\theta')} J_l \left( \frac{\chi \nu R}{R} \right) J_l \left( \frac{\chi \nu' R}{R} \right) e^{-\frac{\chi \nu R}{R}(z - z')}$$

(2.7)
or equivalently

\[ G = \frac{2}{\pi} \sum_{\ell=-\infty}^{+\infty} \int_{0}^{\infty} dke^{i(\theta'-\theta)} \cos \left[ k \left( z - z' \right) \right] \times \]

\[ \times \frac{I_{\ell} (kr_<)}{I_{\ell} (kR)} \left[ I_{\ell} (kr_) K_{\ell} (kR) - K_{\ell} (kr_>) I_{\ell} (kR) \right] \]

(2.8)

where \( \chi_m \) is the \( n^{th} \) zero of \( J_\ell \). Here \( z_>(z_<) \) is the greater (lesser) of \( z \) and \( z' \), and the same is true for the radial coordinate. In using the boundary condition for an infinitely long, grounded, conducting cylinder, we are assuming that the gaps in the electrodes are negligibly small. Furthermore, we assume the plasma column is always contained within the central conducting cylinder and that the length of the end cylinders is greater than their diameter. These conditions are experimentally typical. The sum over \( n \) in form (2.7) converges rapidly when \( |z - z'| \) is large, and the k-integral in form (2.8) when \( |r - r'| \) is large. For future reference, we note that \( G \) depends on \( (\theta, \theta') \) and \( (z, z') \) only through the combinations \( \theta - \theta' \) and \( z - z' \). This is a consequence of the rotational and translational invariance of the boundary conditions. In the following analysis, we will need the quantity

\[ G_{\ell} (z, r | z', r') = \int_{0}^{2\pi} \frac{d(\theta - \theta')}{2\pi} e^{-i(\theta - \theta')} G. \]

(2.9)

Also, an expression for \( \phi_T(z, r) \) is given by

\[ \phi_T(z, r) = 2V \sum_{n=1}^{\infty} \frac{J_0 \left( \frac{\chi_0 R}{R} \right)}{\chi_0 J_1 \left( \chi_0 \right)} \cosh \left( \frac{\chi_0 z}{R} \right) e^{-\frac{\chi_0 z}{R}}, \]

(2.10)

where \( V \) is the voltage on the end caps, \( R \) is the cylinder radius and \( Z \) is the central cylinder half-length. This expression is valid in the region \( |z| < Z \).
2.4 Equilibria

We look for cylindrically symmetric equilibria setting \( \phi = \phi_0 (z, p_\theta) \) and correspondingly

\[
H = H_0 = \frac{p_\theta^2}{2m} + e\phi_0 (z, p_\theta) .
\] (2.11)

Here, \( \phi_0 (z, p_\theta) \) is given by the sum of \( \phi_T (z, r) \) and a cylindrically symmetrical space charge potential due to the Green function term in Eq. (2.6). Since \( [p_\theta, H_0] \) vanishes, any distribution of the form \( f = f_0 (p_\theta, H_0) \) is an equilibrium.

To further specify the equilibrium, considerations beyond the collisionless drift kinetic equation must be taken into account. In the experiments of interest, modes are launched on both stable and unstable plasmas, and the preparation of the equilibrium is different in the two cases. For the stable case, the plasma is injected, held until collisions have established a local thermal equilibrium along each field line (a few collision times), and then modes are launched. The equilibrium for the stable modes is then the Boltzmann distribution

\[
f_0 (p_\theta, H_0) = \frac{N_0 (p_\theta) \exp \left( -H_0/T (p_\theta) \right)}{\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} dp_z dz \exp \left( -H_0 (z, p_z, p_\theta) / T (p_\theta) \right)} ,
\] (2.12)

where \( T (p_\theta) \) is the local temperature along a field line at \( p_\theta \) and \( N_0 (p_\theta) = \int_{-\infty}^{+\infty} dz n_0 (z, p_\theta) \) is the \( z \)-integrated density along this field line. For given functions \( N_0 (p_\theta) \) and \( T (p_\theta) \), Eq. (2.6) is an integral equation for the self-consistent potential, \( \phi_0 (z, r) \). A numerical solution for \( \phi_0 (z, r) \) can be obtained by iteration of Eq. (2.6), or of the Poisson equation itself. In turn, the solution for \( \phi_0 (z, r) \) completes the specification of the distribution \( f_0 (p_z, z, r) \) and the density \( n_0 (z, r) \).

In the limit where the Debye length is small, the solutions have a simple universal character. The charge density is arranged so that the component of the electric field along the magnetic field (i.e., \( -\partial \phi_0 / \partial z \)) is Debye shielded out in the
interior of the plasma. The potential is nearly constant along $z$ and then rises abruptly at the plasma ends over a length scale of a few Debye lengths. As implied by Eq. (2.12), the density $n_0(z,r)$ is nearly constant along $z$ and then falls off sharply near the ends.

As a specific example for numerical solution, we choose the $z$-integrated density $N_0(r)$ shown in Fig. 2.2, the radially independent temperature $T = 1.0$ eV, the voltage on the end cylinders $V = 60$ Volts (the central cylinder is grounded), and the trap aspect ratio $R/Z = 5.086$. Figs. 2.3(a) and 2.3(b) show contour plots for $\phi_0(z,r)$ and $n_0(z,r)$, and the behavior described in the previous paragraph is clearly visible. Away from the plasma ends the contours run parallel to the magnetic field (parallel to the $z$-axis), but near the ends the contours cut across the field and are tightly bunched indicating a steep gradient. The gradient extends over a few Debye lengths.

For the case of unstable modes, the equilibrium is not of the Boltzmann form. In Sec. 2.8, we will discuss the preparation of the equilibrium for unstable modes in detail. Here, we need only the fact that the equilibrium distribution satisfies the inequality $\partial f_0/\partial H_0 \leq 0$. This is the feature that is required for Debye shielding.

Incidentally, if $f_0(p_\theta, H_0)$ were not monotonically decreasing in $H_0$, the plasma would be subject to velocity space instabilities that would develop much more rapidly than the modes of interest here. Thus, basing a theory of low frequency modes on the assumption $\partial f_0/\partial H_0 \leq 0$ is not really a loss of generality.

To understand the connection of this assumption to shielding, first define the density

$$n_0[p_\theta, e\phi_0(z, p_\theta)] = \int_{-\infty}^{+\infty} dp_\perp f_0[p_\theta, p_\perp^2/2m + e\phi_0(z, p_\theta)],$$

(2.13)
and note that $\partial n_0 / \partial e \phi_0 = \int_{-\infty}^{+\infty} dp_z \partial f_0 / \partial H_0$ is negative. The potential can be written as
\[ \phi_0 (z, r) = \phi_0 (r) + \Delta \phi_0 (z, r), \quad (2.14) \]
where the $z$-dependent part of $\Delta \phi_0 (z, r)$ is presumed small in the plasma interior. This must be verified \textit{a posteriori}. Taylor expanding the density with respect to $\Delta \phi_0$ and substituting into the Poisson equation yields the result
\[ \left\{ \frac{1}{r} \frac{\partial}{\partial r} r \frac{\partial \phi_0}{\partial r} + 4\pi en_0 [r, \phi_0 (r)] \right\} + \left\{ \nabla^2 \Delta \phi_0 - \frac{1}{\lambda_D^2 (r)} \Delta \phi_0 \right\} = 0 \quad (2.15) \]
where we have defined the effective Debye length,
\[ \frac{1}{\lambda_D^2 (r)} \equiv \frac{4\pi e^2 n_0 [r, \phi_0 (r)]}{T (r)}, \quad (2.16) \]
in terms of the effective temperature
\[ \frac{1}{T (r)} \equiv -\frac{1}{n_0 \partial n_0 / \partial e \phi_0}. \quad (2.17) \]
In writing $\lambda_D^2 (r)$ as a positive quantity use has been made of the fact that $\partial n_0 / \partial e \phi_0$ is negative.

We choose $\phi_0 (r)$ so that the first bracket in Eq. (2.15) vanishes. The second bracket is then zero, so $\Delta \phi_0 (z, r)$ satisfies the equation for Debye shielding. In the limit where the Debye shielding is small compared to the plasma dimensions, numerical solutions [28] show that $e \Delta \phi_0 (z, r) / T$ is exponentially small in the plasma interior and grows exponentially as the plasma surface is approached, reaching the value $e \Delta \phi_0 / T \sim 1$ at the surface. Near the surface an analytic solution is possible. $\Delta \phi_0 (z, r)$ depends primarily on the coordinate $\xi$, measured along the local normal to the surface, so Eq. (2.15) reduces to the form
\[ \frac{d^2}{d\xi^2} \Delta \phi_0 - \frac{1}{\lambda_D^2} \Delta \phi_0 = 0, \quad (2.18) \]
for which the solution is exponential growth on the spatial scale $\lambda_D$. When $e \Delta \phi_0 / T$
reaches unity, the density drops (and the simple linearization procedure used here
breaks down).

In the experiments of interest [5, 18], the Debye length is small compared
to the plasma dimensions, so we develop a reduced description in which the Debye
length is taken to the limit $\lambda_D \to 0$. The plasma then has a well-defined length
along each field line $2L_0 (r)$ and the density is given by

$$n_0 (z, r) = \frac{N_0 (r)}{2L_0 (r)} U \left[ L_0 (r) - |z| \right], \quad (2.19)$$

where $U (x)$ is a step function. In this Zero Debye Length Reduced Description,
the equilibrium is specified by the single function $N_0 (r)$. The function $L_0 (r)$ is
determined by the requirement that $\partial \phi_0 / \partial z = 0$ everywhere on the plasma surface,
that is, for $|z| = L_0 (r)$. The fact that $\partial \phi_0 / \partial z$ vanishes on the surface implies that
it vanishes throughout the plasma volume.

To prove this statement, note that the Poisson equation plus the $z$-independence of $n_0 (z, r)$ inside the plasma implies the equation

$$\nabla^2 \frac{\partial \phi_0}{\partial z} = -4\pi e \frac{\partial n_0}{\partial z} = 0. \quad (2.20)$$

Since $\partial \phi_0 / \partial z$ satisfies the Laplace equation throughout the plasma volume and
vanishes on the plasma surface, it must vanish throughout the volume.

The method of obtaining $L_0 (r)$ begins by recognizing that at each point
along the the correct equilibrium length function, the axial electric fields generated
by the trap and the plasma exactly cancel. Should this condition not be satisfied,
the plasma would expand or contract axially, until force balance is achieved.
This heuristic dynamical description demonstrates the basic principle used to find
the equilibrium length $L_0 (r)$. Initially, $L_0 (r)$ is approximated by some arbitrary,
smooth curve $L_0^{(0)} (r)$ (usually a sphere). Next, the axial electric field is computed
along this curve. The curve is then adjusted using the normalized electric force at the surface,

\[ L_0^{(i+1)}(r) = L_0^{(i)}(r) \left[ 1 + \epsilon \frac{E_z^t[L_0^{(i)}(r), r] + E_z^p[L_0^{(i)}(r), r]}{E_z^p[L_0^{(i)}(r), r]} \right], \quad (2.21) \]

where \( E_z^t \) is the trap field, \( E_z^p \) is the plasma field, and \( \epsilon \) is a small parameter chosen for convergence (usually one tenth). Here, the total electric field is normalized by the field due to the plasma in order to speed up convergence in region where the field is small (e.g. near the wall). This procedure is iterated until \( L_0(r) \) is found \([i.e., L_0^{(n+1)}(r) = L_0^{(n)}(r)]\).

The axial electric field component generated by the trap is obtained by differentiating the analytic expression for the potential in Eq. (2.10). The potential created by the plasma is given by the Green function from definition (2.7). The equilibrium plasma density is axisymmetric and uniform along the field lines. The potential produced by such a plasma inside a conducting cylinder is

\[ \phi_p(z, r) = \int_0^R 2\pi r'dr' \int_{-L_0(r')}^{L_0(r')} dz' \frac{N_0(r')}{2L_0(r')} G_0(z, r | z', r'), \quad (2.22) \]

where \( G_0 \) is defined in Eq. (2.9). The axial electric field is obtained by differentiating Eq. (2.22) with respect to \( z \), and using the translational invariance of the Green function \( (\partial / \partial z = -\partial / \partial z') \)

\[ -\frac{\partial \phi_p}{\partial z} = \int_0^R 2\pi r'dr' \frac{N_0(r')}{2L_0(r')} \{ G_0(z, r | L_0(r'), r') - G_0(z, r | -L_0(r'), r') \}. \quad (2.23) \]

In Fig. 2.4, the zero temperature solution \( |z| = L_0(r) \) obtained in this way is compared to a succession of Poisson-Boltzmann solutions in which the temperature is varied. For each finite temperature solution, we define a half-density surface, \( |z| = L_{\frac{1}{2}}(r) \), where

\[ n \left[ z = L_{\frac{1}{2}}(r), r \right] = \frac{1}{2} n(0, r) \quad (2.24) \]
The dashed curves in Fig. 2.4 are these surfaces for the sequence of temperatures \((T = 1.0, 0.1, 0.01 \text{ eV})\). The solid curve is the \(T = 0\) or Zero Debye Length Reduced Description solution. This comparison indicates that our equilibrium length function is a reasonable zero Debye length approximation to the plasma density for sufficiently low temperature. In the experiments of interest, the plasma temperature is typically \(0.5 \text{ eV}\). In regions where the plasma density becomes small, the Debye length is large and our reduced description fails. However, we suppose that these low density regions have a small effect on the overall plasma dynamics.

### 2.5 Modes

The unperturbed Hamiltonian \(H_0 = H_0 (z, p_z, p_\theta)\) is integrable, so we can obtain a canonical transformation to action-angle variables. The first step is to define the bounce action as

\[
I = \frac{1}{2\pi} \int dz' p_z \left[ z', H_0, p_\theta \right], \tag{2.25}
\]

where \(p_z [z, H_0, p_\theta]\) is obtained by solving Eq. (2.11) for \(p_z\). Both \(H_0\) and \(p_\theta\) are held constant while carrying out the integral. A generating function for a canonical transformation from \((z, p_z, \theta, p_\theta)\) to \((\psi, I, \Theta, P_\Theta)\) is given by

\[
W = \int_0^z dz' p_z \left[ z', H_0 (I, P_\Theta), P_\Theta \right] + \theta P_\Theta. \tag{2.26}
\]

Taking partial derivatives in the prescribed manner \([9]\) yields the transformation

\[
\psi = \frac{\partial W}{\partial I} = \int_0^z \frac{dz'}{v_z [z', H_0, P_\Theta]} \frac{\partial H_0}{\partial I}, \tag{2.27}
\]

\[
p_\theta = \frac{\partial W}{\partial \theta} = P_\Theta, \tag{2.28}
\]

\[
\Theta = \frac{\partial W}{\partial P_\Theta} = \theta + \int_0^z \frac{dz'}{v_z [z', H_0, P_\Theta]} \left[ \frac{\partial H_0 (I, P_\Theta)}{\partial P_\Theta} - e \frac{\partial \phi_\theta (z, P_\Theta)}{\partial P_\Theta} \right]. \tag{2.29}
\]
Here, use has been made of the relation $\partial p_z/\partial H_0 = 1/v_z$.

In Eq. (2.29), the bracket

$$\left[ \frac{\partial H_0 (I, p_\theta)}{\partial P_\phi} - \epsilon \frac{\partial \phi_0 (z, P_\theta)}{P_\phi} \right] \equiv \delta \omega_E \quad (2.30)$$

is the difference between the bounce averaged rotation frequency and the instantaneous rotation frequency. The second term on the right in Eq. (2.29) is no longer than $\delta \omega_E / \omega_b$, which is small according to our assumed ordering $(\omega_b \gg \omega_E)$. Thus, we drop the second term and set $\Theta \simeq \theta$. For convenience, we continue to use the old variables $p_\theta$ and $\theta$.

Since the transformation is canonical, the drift kinetic equation is still given by Eq. (2.5), but the Poisson bracket must be evaluated for the variables $(\psi, I, \theta, p_\theta)$.

We assume that there is a small amplitude mode characterized by the potential $\delta \phi(z, \theta, p_\theta, t)$. The Hamiltonian is then given by

$$H = H_0 (I, p_\theta) + \delta H (\psi, I, \theta, p_\theta, t), \quad (2.31)$$

where $\delta H = \epsilon \delta \phi$. The perturbation in the Hamiltonian gives rise to a perturbation in the distribution $\delta f (\psi, I, \theta, p_\theta, t)$. Linearizing the drift kinetic equation in the smallness of the perturbation yields

$$\frac{\partial \delta f}{\partial t} + [\delta f, H_0] + [f_0, \delta H] = 0. \quad (2.32)$$

By taking into account the functional dependence $H_0 = H_0 (I, p_\theta)$ and $f_0 = f_0 (I, p_\theta)$, the equation can be rewritten as

$$\left[ \frac{\partial}{\partial t} + \frac{\partial H_0}{\partial I} \frac{\partial}{\partial \psi} + \frac{\partial H_0}{\partial p_\theta} \frac{\partial}{\partial \theta} \right] \delta f - \frac{\partial \delta H}{\partial \psi} \frac{\partial f_0}{\partial I} - \frac{\partial \delta H}{\partial \theta} \frac{\partial f_0}{\partial p_\theta} = 0. \quad (2.33)$$

Finally, by using $\partial f_0 / \partial I = (\partial H_0 / \partial I)(\partial f_0 / \partial H_0)$ we obtain the result

$$\frac{\partial H_0}{\partial I} \frac{\partial}{\partial \psi} \left( \delta f - \delta H \frac{\partial f_0}{\partial H_0} \right) + \left( \frac{\partial}{\partial t} + \frac{\partial H_0}{\partial p_\theta} \frac{\partial}{\partial \theta} \right) \delta f - \frac{\partial \delta H}{\partial \theta} \frac{\partial f_0}{\partial p_\theta} = 0. \quad (2.34)$$
We solve this equation through an expansion in the small parameter $\omega_E/\omega_b \sim \omega/\omega_b \ll 1$, where $\omega_b = \partial H_0/\partial I$ is the axial bounce frequency, $\omega_E = \partial H_0/\partial p_\theta$ is the rotation frequency and $\partial/\partial t \sim \omega$ is the characteristic frequency of the modes. In zero order, the equation reduces to the form

$$\frac{\partial H_0}{\partial I} \frac{\partial}{\partial \psi} \left( \delta f - \delta H \frac{\partial f_0}{\partial H_0} \right) = 0,$$

(2.35)

which has the solution

$$\delta f - \delta H \frac{\partial f_0}{\partial H_0} = \langle \delta f - \delta H \frac{\partial f_0}{\partial H_0} \rangle_\psi,$$

(2.36)

or equivalently,

$$\delta f = \langle \delta f \rangle_\psi + \left( \delta H - \langle \delta H \rangle_\psi \right) \frac{\partial f_0}{\partial H_0}.$$

(2.37)

Here, the bracket $\langle g \rangle_\psi (I, \theta, p_\theta, t)$ is the $\psi$-average $(1/2\pi) \int_0^{2\pi} d\psi g (\psi, I, \theta, p_\theta, t)$, where $(I, \theta, p_\theta, t)$ are held constant in evaluating the integral. For each $(I, \theta, p_\theta, t)$, solution (2.37) determines the $\psi$-dependence of $\delta f (\psi, I, \theta, p_\theta, t)$ relative to the $\psi$-average $\langle \delta f \rangle_\psi (I, \theta, p_\theta, t)$. To obtain an equation for $\langle \delta f \rangle_\psi$, we integrate Eq. (2.34) over $\psi$, projecting out the large first term. The result is

$$\left( \frac{\partial}{\partial t} + \frac{\partial H_0}{\partial p_\theta} \frac{\partial}{\partial \theta} \right) \langle \delta f \rangle_\psi = \frac{\partial \langle \delta H \rangle_\psi}{\partial \theta} \frac{\partial f_0}{\partial p_\theta}.$$

(2.38)

In the Zero Debye Length Reduced Description for the equilibrium, the transformation $(\psi, I, \theta, p_\theta) \rightarrow (z, p_z, \theta, p_\theta)$ is such that $z$-dependence for a function enters only through $\psi$-dependence. Thus, Eq. (2.37) implies that all $z$-dependence in the perturbation $\delta f$ is included in the term

$$e \left( \delta \phi - \langle \delta \phi \rangle_\psi \right) \frac{\partial f_0}{\partial H_0} = e \delta \phi' \frac{\partial f_0}{\partial H_0},$$

(2.39)

where $\delta \phi' \equiv (\delta \phi - \langle \delta \phi \rangle_\psi)$ is the $z$-dependent part of the perturbed potential. In turn the $z$-dependent portion of the perturbed density, $\delta n = \int dp_z \delta f$, is given by

$$e \delta \phi' \frac{\partial n_0}{\partial \phi_0} = -\frac{e \delta \phi'}{T(r)} n_0,$$

(2.40)
where $T (r)$ is the effective temperature defined in Eq. (2.17). Substituting this density perturbation into the Poisson equation shows that $\delta \phi'$ satisfies the equation for Debye shielding [see Eq. (2.18)]. Thus, we conclude that the mode perturbation exhibits such shielding (i.e., $\partial \delta \phi / \partial z \rightarrow 0$) in the plasma interior. Eq. (2.37) then implies that $\delta f$ and $\delta n = \int dp_z \delta f$ are independent of $z$ (or $\psi$) in the plasma interior. Within a few Debye lengths of the end, $|\partial \delta \phi / \partial z|$ can become large, either adding to or subtracting from $\partial \phi_0 / \partial z$ and, thereby, increasing or decreasing the plasma length locally.

These are the conclusions that are necessary to extend the Zero Debye Length Reduced Description to include modes. We allow for an increment to the plasma half-length, $L (\theta, r, t) = L_0 (r) + \delta L (\theta, r, t)$, and for an increment to the $z$-integrated density, $N (\theta, r, t) = N_0 (r) + \delta N (\theta, r, t)$. Substituting these expressions into Eq. (2.19) and linearizing yields the density increment

$$
\delta n (z, \theta, r, t) = \left[ \frac{\delta N (\theta, r, t)}{2 L_0 (r)} - \frac{N_0 (r) \delta L (\theta, r, t)}{2 L_0 (r) L_0 (r)} \right] U |L_0 (r) - |z| + \frac{N_0 (r) \delta L (\theta, r, t)}{2 L_0 (r)} \delta [L_0 (r) - |z|],
$$

where the delta function in the second term enters through the Taylor expansion for the step function. This term represents a surface shell of density increment associated with the length increment.

From Eq. (2.6), we obtain the relation,

$$
\delta \phi (z, \theta, r, t) = e \int_{-\infty}^{+\infty} dz' \int_0^{2\pi} d\theta' \int_0^{R} r' dr' G (z, \theta, r | z', \theta', r') \delta n (z', \theta', r', t).
$$

Substituting for $\delta n (z', \theta', r', t)$ from Eq. (2.41) then provides an expression for $\delta \phi (z, \theta, r, t)$ as a linear functional of $\delta N (\theta, r, t)$ and $\delta L (\theta, r, t)$.

The length increment, $\delta L (\theta, r, t)$, is determined as a linear functional of $\delta N (\theta, r, t)$ by the requirement that $\partial \delta \phi / \partial z = 0$ at $|z| = L_0 (r)$. Here, the minus
sign indicates that the constraint \( \partial \delta \phi / \partial z = 0 \) is to be imposed just inside the shell of surface charge [see second term in Eq. (2.41)]. Of course, the normal component of the electric field is discontinuous across a sheet of surface charge. One can show that this constraint implies that \( \partial \delta \phi / \partial z \) vanishes throughout the plasma interior.

To include the effect of the modified length \([i.e., \, L_0(p_\theta) \rightarrow L_0(p_\theta) + \delta L(\theta, p_\theta, t) = L(\theta, p_\theta, t)]\) in the Hamiltonian, we must use the modified length in the definition of the action, \( I = (1/2\pi) \oint dz p_z = |p_z|2L(\theta, p_\theta, t)/\pi \). The Hamiltonian is then given by

\[
H = \frac{I^2}{8mL^2(\theta, p_\theta, t)} + e\phi(\theta, p_\theta, t),
\]

where \( \phi(\theta, p_\theta, t) \) is the \( z \)-independent potential inside the plasma. This Hamiltonian describes the bounce averaged transverse motion and assumes the ordering \( \omega_b \gg \omega_E \sim \omega \). The ratio of the first term to the second is \( T/e\phi_0 \sim (\lambda_D/r_p)^2 \), so in the limit of zero Debye length we drop the first term and set \( H \approx e\phi(\theta, p_\theta, t) \). We will discuss the effect of the first term in Section 2.8.

Just as the equilibrium is specified by the single function \( N_0 (r) \), the modes are specified by the single function \( \delta N (\theta, r, t) \). The reduced description is completed by an equation for the evolution of \( \delta N (\theta, r, t) \), which we obtain from Eq. (2.38). In this equation, we set \( \omega_E = \partial H_0/\partial p_\theta = e\varepsilon\phi_0/\partial p_\theta \) and \( \langle \delta H \rangle = e\delta \phi(\theta, p_\theta, t) \), where \( \phi_0(p_\theta) \) and \( \delta \phi(\theta, p_\theta, t) \) are the \( z \)-independent equilibrium and mode potentials, respectively. Integrating Eq. (2.38) over \( 2\pi dI \) then yields

\[
\left[ \frac{\partial}{\partial t} + \omega_E (r) \frac{\partial}{\partial \theta} \right] \delta N (\theta, r, t) = -\frac{c}{Br} \frac{\partial \delta \phi}{\partial \theta} \frac{\partial N_0}{\partial r} (r),
\]

where \( \delta N = 2\pi \int_0^\infty dI \langle \delta f \rangle_\psi \) and \( N_0 = 2\pi \int_0^\infty dI f_0 \).

To examine a single mode, we let perturbed quantities vary as \( \exp (i\ell \theta - i\omega t) \),
so that Eqs. (2.41), (2.42) and (2.44) take the form

\[
\delta n_{\ell,\omega} (z, r) = \left[ \frac{\delta N_{\ell,\omega} (r)}{2L_0 (r)} - \frac{N_0 (r)}{2L_0 (r)} \frac{\delta L_{\ell,\omega} (r)}{L_0 (r)} \right] \times \\
	imes U [L_0 (r) - |z|] + \frac{N_0 (r)}{2L_0 (r)} \frac{\delta L_{\ell,\omega} (r)}{L_0 (r)} \delta [L_0 (r) - |z|] \tag{2.45}
\]

\[
\delta \phi_{\ell,\omega} (z, r) = e \int_{-\infty}^{+\infty} dz' \int_0^R r' dr' G_{\ell} (z, r | z', r') \delta n_{\ell,\omega} (z', r', t). \tag{2.46}
\]

\[
[\omega - \ell \omega_E (r)] \delta N_{\ell,\omega} (r) = \frac{c \ell}{Br} \frac{\partial N_0}{\partial r} \delta \phi_{\ell,\omega} (r), \tag{2.47}
\]

where use has been made of definition (2.9). Finally, the length increment \( \delta L_{\ell,\omega} (r) \) is determined as a functional of \( \delta N_{\ell,\omega} (r) \) through the constraint

\[
0 = \frac{\partial \delta \phi_{\ell,\omega}}{\partial z} \bigg|_{z=L_0(r)} = e \int_0^R r' dr' \left[ \frac{\delta N_{\ell,\omega} (r')}{2L_0 (r')} - \frac{N_0 (r')}{2L_0^2 (r')} \frac{\delta L_{\ell,\omega} (r')}{L_0 (r')} \right] \times \\
\times \left\{ G_{\ell} [L_0 (r) -, r] - L_0 (r'), r' ] - G_{\ell} [L_0 (r) -, r] L_0 (r'), r' ] \right\} \\
+ e \int_0^R r' dr' \frac{N_0 (r')}{2L_0 (r')} \delta L_{\ell,\omega} (r') \times \\
\times \left\{ \frac{\partial G_{\ell}}{\partial z} [L_0 (r) -, r] - L_0 (r'), r' ] + \frac{\partial G_{\ell}}{\partial z} [L_0 (r) -, r] L_0 (r'), r' ] \right\}, \tag{2.48}
\]

where use has been made of the fact that \( G_{\ell} \) depends on \( z \) and \( z' \) only through the combination \( z - z' \).

Before turning to the numerical implementation of these equations, we develop an orthogonality relation for the eigenmodes \( \{ \delta N_{\ell,\omega} (r) \} \) and discuss the representation of a general perturbation as a sum over the eigenmodes. We also obtain a necessary condition for instability \([i.e., I m (\omega) = \gamma > 0 ] \). These results are generalizations of similar results obtained earlier for the case of an infinitely long column[3, 33].
To start, we multiply Eq. (2.47) by \( \delta n_{l,\omega'} (z, r) r/N^l_0 \) and integrate over \( r dr dz \), to obtain the relation

\[
\omega \int_0^R r dr \delta N_{l,\omega'} (r) \delta N_{l,\omega} (r) \left[ \frac{1}{r} \frac{\partial N_0}{\partial r} \right]^{-1} \\
- \ell \int_0^R r dr \omega_E (r) \delta N_{l,\omega'} (r) \delta N_{l,\omega} (r) \left[ \frac{1}{r} \frac{\partial N_0}{\partial r} \right]^{-1} \\
= \frac{e \ell}{B} \int_{-\infty}^{+\infty} dz \int_0^R r dr \delta \phi_{l,\omega} (r) \delta n_{l,\omega} (z, r),
\]

(2.49)

where use has been made of the definition \( \int_{-\infty}^{+\infty} dz \delta n_{l,\omega'} (z, r) = \delta N_{l,\omega} (r) \) on the left hand side. The function \( \delta \phi_{l,\omega} (z, r) \) is equal to \( \delta \phi_{l,\omega} (r) \) in the plasma interior, but can differ by order \( T \) in the end sheath. In our reduced description, where terms of order \( T \to 0 \) are neglected, \( \delta \phi_{l,\omega} (r) \) can be replaced by \( \delta \phi_{l,\omega} (z, r) \) in the integrand on the right hand side of Eq. (2.49). By using the Green function relation (2.46), the right hand side can be rewritten in a symmetric form

\[
\omega \int_0^R r dr \delta N_{l,\omega'} (r) \delta N_{l,\omega} (r) \left[ \frac{1}{r} \frac{\partial N_0}{\partial r} \right]^{-1} \\
- \ell \int_0^R r dr \omega_E (r) \delta N_{l,\omega'} (r) \delta N_{l,\omega} (r) \left[ \frac{1}{r} \frac{\partial N_0}{\partial r} \right]^{-1} \\
= \frac{e \ell}{B} \int_{-\infty}^{+\infty} dz \int_0^R r dr \int_{-\infty}^{+\infty} dz' \int_0^R r' dr' \delta G_l (z, r | z', r') \delta n_{l,\omega} (z', r') \delta n_{l,\omega'} (z', r').
\]

(2.50)

A similar equation is obtained by interchanging \( \omega \) and \( \omega' \). Subtracting the two equations yields the relation

\[
0 = (\omega - \omega') \int_0^R r dr \delta N_{l,\omega} (r) \delta N_{l,\omega'} (r) \left[ \frac{1}{r} \frac{\partial N_0}{\partial r} \right]^{-1}.
\]

(2.51)
Thus, the eigenfunctions $\delta N_{\ell,\omega}(r)$ and $\delta N_{\ell,\omega'}(r)$ for which $\omega \neq \omega'$ satisfy the orthogonality condition

$$0 = \int_0^R r dr \delta N_{\ell,\omega}(r) \delta N_{\ell,\omega'}(r) \left[ \frac{1}{r} \frac{\partial N_0}{\partial r} \right]^{-1}. \quad (2.52)$$

One might worry that the integrand diverges at a point where $\frac{1}{r} \left( \frac{\partial N_0}{\partial r} \right)$ passes through zero, but this is not the case. Eq. (2.46) implies that $\delta N_{\ell,\omega}(r)$ and $\delta N_{\ell,\omega'}(r)$ are both proportional to $\frac{1}{r} \left( \frac{\partial N_0}{\partial r} \right)$, so in fact the integrand vanishes at a point where $\frac{1}{r} \left( \frac{\partial N_0}{\partial r} \right)$ passes through zero.

In the usual manner, a general perturbation can be expressed as a sum over the eigenmodes

$$\delta N(\theta, r, t) = \sum_{\ell, \omega} a_{\ell, \omega} \delta N_{\ell, \omega}(r) \exp[i\ell \theta - i\omega t], \quad (2.53)$$

where the orthogonality conditions (in $r$ and $\theta$) allow us to determine the coefficients $a_{\ell, \omega}$ in terms of the initial conditions

$$a_{\ell, \omega} = \frac{\int_0^R r dr \left[ (1/r) \left( \frac{\partial N_0}{\partial r} \right) \right]^{-1} \delta N_{\ell, \omega}(r) \int_0^{2\pi} \frac{d\theta}{2\pi} e^{-i\theta} \delta N(\theta, r, t = 0)}{\int_0^R r dr \left[ (1/r) \left( \frac{\partial N_0}{\partial r} \right) \right]^{-1} \delta N_{\ell, \omega}^2(r)}. \quad (2.54)$$

In Eq. (2.53), the sum over $\omega$ typically contains a continuum portion.

One caveat concerns the completeness of the set $\{\delta N_{\ell, \omega}(r)\}$ in the special case where $\left[ (1/r) \left( \frac{\partial N_0}{\partial r} \right) \right]$ vanishes over a finite interval. Over this interval all of the $\{\delta N_{\ell, \omega}\}$ vanish, so sum (2.53) can represent only initial perturbations that vanish on the interval. Physically, this is not a problem, since all perturbations that arise through $E \times B$ drift dynamics [i.e., through Eq. (2.46)] satisfy this condition.

An easily obtained variant of Eq. (2.51) is the relation

$$0 = (\omega - \omega^*) \int_0^R r dr \delta N_{\ell, \omega}^*(r) \delta N_{\ell, \omega}(r) \left[ \frac{1}{r} \frac{\partial N_0}{\partial r} \right]^{-1}. \quad (2.55)$$
Setting $\omega = \omega' = \omega_E + i\gamma$ and using Eq. (2.46) yields the result

$$0 = \int_0^R r dr \frac{[\ell \delta \phi_t (r)]^2}{[\omega_E - \omega_E (r)]^2 + \gamma^2 r^2} \frac{1}{r} \frac{\partial N_0}{\partial r}. \quad (2.56)$$

Thus, instability ($\gamma > 0$) is possible only if $\partial N_0 / \partial r$ changes sign over the interval $[0, R]$. For a confined column, $\partial N_0 / \partial r$ must be negative at large $r$, so instability requires that there be a region where $\partial N_0 / \partial r > 0$. This modified Rayleigh criterion has been found before [8, 27] and has an analogy in the infinite length theory [1, 3], in which the $z$-integrated density is replaced by local density.

We emphasize that the condition $\partial N_0 / \partial r > 0$ is necessary, but not sufficient, for an instability. For example, a plasma with a length function that increases with radius near $r = 0$ can have uniform local density, $n_0 (r) = n_0$, and still have $\partial N_0 / \partial r > 0$ near the axis. Such a plasma is a shear-free global thermal equilibrium [3, 7], which is known to be stable.

## 2.6 Numerical Implementation

The equations are discretized at radial points $\{r_i : i = 1...N\}$. The plasma state is completely determined by the vector $\{\delta N_{t,\omega} (r_i)\}$. The vector $\{\delta L_{t,\omega} (r_i)\}$ is determined by the discretized form of Eq. (2.48),

$$\sum_i A_{ji} \delta L_{t,\omega} (r_i) = \sum_i B_{ji} \delta N_{t,\omega} (r_i) \quad (2.57)$$

which can be inverted to obtain

$$\delta L_{t,\omega} (r_k) = \sum_{i,j} A_{kj}^{-1} B_{ji} \delta N_{t,\omega} (r_i)$$

Substituting this into Eq. (2.46) then yields an expression for the potential inside the plasma

$$\delta \phi_{t,\omega} (r_j) = \sum_i C_{ji} \delta N_{t,\omega} (r_i) \quad (2.58)$$
We can now form an eigenvalue equation using Eq. (2.47)

\[ \omega \delta N_{t,\omega} (r_j) = \ell \omega E (r_j) \delta N_{t,\omega} (r_j) + \frac{\ell}{B r_j} \frac{\partial N_0}{\partial \theta_j} \sum_i C_{ji} \delta N_{t,\omega} (r_i). \] (2.59)

This matrix can be diagonalized using standard techniques.

The difficulties encountered in the numerical implementation primarily concern the convergence of the Green function [see Eqs. (2.7) and (2.8)] and its axial derivative. The convergence of these expressions is provided by the spatial separation of the source and observation points. In form (2.7), the exponential ensures convergence when its argument becomes large compared with unity. For \( n \gg 1 \), \( \chi \theta_n \sim n \pi \) and the number of terms required in the matrix element summation is roughly \( R/|z-z'| \). This result illustrates the two main reasons for incurring additional computational costs. First, as the number of radial points is increased, the space between nearest neighbors is reduced and more terms will contribute in the summation. Therefore, increasing the spatial resolution to obtain greater accuracy will not only result in larger matrices, but the summation required to compute neighboring matrix elements converges more slowly as well. Second, as the size of the plasma is reduced with respect to the cylindrical wall, the spacing of grid points will also decrease. This implies that for a given number of discretization points, the eigenmode solution of smaller plasma requires more computation time. An example will illustrate this point. In Sec. 2.7.1 below, we compare our results to an analytic solution obtained by Dubin. Dubin’s theory assumes a quadratic trap potential and neglects the image charges induced in the conducting wall. To satisfy these requirements in our system, we choose a small plasma whose radius is one tenth of the wall radius. The solution for such a plasma requires three times more cpu runtime than a similar plasma whose radius is one half of the wall radius, while 200 radial grid points are used in each case. The solution of the latter
requires four minutes on a 300 MHz Pentium II.

We are not always guaranteed that summation in form (2.7) will converge for arbitrarily many terms. For example, non-monotonic length functions may have $L_0(r_1) = L_0(r_2)$ for $r_1 \neq r_2$. In this situation, the argument of the exponential vanishes and it becomes advantageous to use the integral expression for the Green function in form (2.8). This integral converges due to the asymptotic behavior of the modified Bessel functions. For values of $k \gg 1$, the integrand varies as $k^{-1} \exp[-k(r_\alpha - r_\beta)]$, which becomes small when $k > |r - r'\beta|$. Therefore, the integral form of the Green function can be used to calculate matrix elements for which the summation in (2.7) fails or converges too slowly.

The discretized surface charge perturbation $\{\delta L(r_i)\}$ represents a series of ring charges located at $[r_i, L_0(r_i)]$. These coordinates are also the positions at which $\partial \delta \phi / \partial z$ is evaluated in constraint (2.48). When the charged ring source and the observation point are collocated, which is the case for the diagonal elements of $A_{ji}$, the electric field diverges. To avoid this situation, we note that in this instance the contribution from the image charge induced in the conducting wall is negligible. Therefore, this region of the plasma is well-approximated by the surface charge in free space which is produced upon rotating the line segment connecting neighboring grid points about the $z$-axis. The field evaluation point is on the interior side of this surface and can be taken arbitrarily close. The axial electric field is dominated by the local surface charge and we may assume this field is adequately described as $\delta E_z = \hat{z} \cdot 2\pi \sigma \hat{n}$, where $\hat{n}$ is the inward normal to the surface.

In general, the accuracy of a numerical solution to a discretized equation is determined by the total number of evaluation points. Higher accuracy can be obtained at the cost of larger memory requirements and longer cpu run-times. For this calculation, finer grids also increase the difficulty of performing the summations.
As the grid spacing is decreased, more and more terms in the sums are needed for accurate evaluation of the matrix elements. In the solutions presented below no more than one million terms were kept in the summations. This was sufficient to compute matrices of order 400, and achieve convergence in the solutions. As is customary in the numerical solution of equations, convergence is assumed when a large increase in spatial resolution produces little or no change in the results.

2.7 Results

2.7.1 Comparison to Dubin Modes

Although our model is analytically intractable for the general case, there is a special case for which we can compare our numerical results to the predictions of an analytic theory. A small uniform density plasma that is confined in the central region of a trap, where the trap potential is nearly quadratic, has the shape of a spheroid. Using spheroidal coordinates and cold fluid theory, Dubin[6] obtained the complete spectrum of electrostatic modes. For a special class of these modes, the mode potential does not vary axially inside the plasma (i.e., \( \partial \delta \phi / \partial z = 0 \)), so our numerical solutions should include these modes. Figure 2.5 compares our numerical solutions for the frequencies of these modes to the predictions of Dubin. The frequencies are plotted as a function of plasma aspect ratio \((l_p/r_p)\), and results for the first five azimuthal mode numbers \((\ell = 1, \ldots, 5)\) are shown. The results of our calculations are in excellent agreement with Dubin's predictions.

An important distinction between Dubin’s analysis and ours is that he uses cold fluid theory and we use bounce averaged dynamics. Both of these approximations are useful, but they apply to different classes of experiments. Cold fluid theory requires the axial bounce frequency to be small (i.e., \( \omega, \omega_E \gg \omega_b \to 0 \)), and bounce averaged dynamics requires it to be large (i.e., \( \omega_b \gg \omega, \omega_E \)). Note that
both Dubin’s analysis and ours assume that the Debye length is small. As mentioned earlier, it may seem that large bounce frequency and small Debye length are not compatible, but the two inequalities $\omega_b \gg \omega, \omega_E$ and $\lambda_D \ll l_p$ can both be satisfied provided that $\omega_p/\Omega_c \ll \lambda_D/l_p$. In cold fluid theory, the potential for a typical mode admits $z$-variation inside the plasma, whereas, such variation is prohibited (Debye shielded out) in our analysis. The fact that Dubin’s analysis leads to a class of modes with no $z$-variation is presumably an accident of the spheroidal geometry.

A further check on the validity of our solutions concerns the Debye shielding condition. In our development, we assumed that the mode potentials are independent of axial position inside the plasma. This constraint is imposed by setting the $z$-electric field equal to zero just inside the surface. After solving for the modes, we can check to see that this was sufficient to guarantee $z$-independence throughout the plasma interior. Fig. 2.6 plots the mode potentials due to the $z$-integrated density perturbation, the length perturbation, and their sum vs. axial position along an arbitrary field line ($r = r_p/6$). The $z$-electric fields from the two perturbations cancel everywhere inside as expected. This consistency check has been verified for other modes and along other field lines as well.

### 2.7.2 New Modes

One effect of finite column length is to introduce a new class of discrete diocotron-like modes for the case of plasmas with low shear in the rotational flow. The modes take their simplest form for a uniform density plasma, which is shear-free. An infinitely long column of uniform density supports only a single discrete diocotron-like mode for each azimuthal mode number[4]. In contrast, a finite length column of uniform density supports many additional discrete diocotron-like modes.
These modes were predicted by Finn et al.\cite{8}, who drew an analogy between the new modes and Rossby waves in the quasigeostrophic $\beta$-plane approximation\cite{32}. To obtain a simple equation for the modes, these authors set the perturbation in plasma length equal to zero \textit{i.e.}, $\delta L_{\ell, \omega} = 0$. Although this approximation is not rigorously correct and we cannot expect quantitative agreement with the numerical results, the analysis captures the essence of the new modes and has the great advantage of simplicity.

Setting $\delta L_{\ell, \omega} = 0$ and using Eqs. (2.45) and (2.47) yields

\begin{equation}
4\pi e \delta n_{\ell, \omega}(r) = \frac{4\ell\omega_E}{\ell\omega_E - \omega} \kappa(r) \delta \phi_{\ell, \omega}(r), \tag{2.60}
\end{equation}

where

\begin{equation}
\kappa(r) \equiv -\frac{1}{2r L_0(r)} \frac{\partial L_0}{\partial r}. \tag{2.61}
\end{equation}

Inside the plasma, $\delta \phi_{\ell, \omega}(r)$ then satisfies the 2-D Poisson equation

\begin{equation}
\frac{1}{r} \frac{d}{dr} \left( r \frac{d \delta \phi_{\ell, \omega}}{dr} \right) - \frac{\ell^2}{r^2} \delta \phi_{\ell, \omega}(r) + \frac{4\ell\omega_E}{\ell\omega_E - \omega} \kappa(r) \delta \phi_{\ell, \omega}(r) = 0. \tag{2.62}
\end{equation}

As a further simplification, Finn et al. assume that $\kappa(r)$ is constant out to the wall at $r = R$. The solution is then given by a Bessel function.

\begin{equation}
\delta \phi_{\ell, \omega}(r) = AJ_{\ell} \left[ \frac{4\ell\omega_E \kappa}{\ell\omega_E - \omega} r \right], \tag{2.63}
\end{equation}

and the boundary condition $\delta \phi_{\ell, \omega}(R) = 0$ then yields the dispersion relation

\begin{equation}
\omega - \ell\omega_E = -\frac{4\ell\omega_E \kappa R^2}{\lambda_{\ell n}^2}, \tag{2.64}
\end{equation}

where $\lambda_{\ell n}$ is the $n^{th}$ zero of $J_{\ell}$. For $\kappa$ positive corresponding to negative $L_0'(r)$, the modes are down shifted in azimuthal phase velocity from the plasma rotation frequency by a small amount that tends to zero as the number of radial nodes in the eigenfunction increases.
For a more realistic case where the plasma does not extend to the wall but \( \kappa \) is positive, Eq. (2.62) again describes a sequence of modes with phase velocities down shifted from the rotation frequency by a small amount tending to zero as the number of nodes increases. Of course, \( \kappa \) need not be positive everywhere. We will consider an example where \( \kappa \) is negative for small \( r \) and positive for large \( r \). In this case, Eq. (2.62) implies two sets of new modes: a set with down shifted phase velocity that lives in the region of positive \( \kappa \) and a set with up shifted phase velocity that lives in the region of negative \( \kappa \). The sign of the shift follows from the requirement that \( \kappa/(\ell \omega_E - \omega) \) be positive for oscillatory solutions of Eq. (2.62). We find that these predictions are born out at least qualitatively by our numerical solutions of the full equations.

As a first example, we consider the \( \ell = 1 \) modes of a uniform density column in a trap characterized by \( R = Z = 3.5 \text{ cm} \) and \( V = 27 \text{ Volts.} \) Inside this trap we have a nonneutral plasma whose radius is 1.75 cm and whose uniform local density is \( n_0 = 10^7 \text{ cm}^{-3} \). The equilibrium length \( L_0(r) \) is obtained using a slightly modified algorithm which maintains a constant local density as opposed to a constant \( z \)-integrated density and is shown in Fig. 2.7. Note that \( L_0'(r) \) is negative corresponding to positive \( \kappa \). As expected this plasma supports many new discrete eigenmodes in addition to the usual diocotron mode. Fig. 2.8 shows the lowest ten eigenfrequencies (normalized to the plasma rotation frequency). The lowest frequency mode is the usual diocotron mode. Its eigenfunction is \( \partial N_0/\partial r \) and its motion is a displacement of the column off-axis and the subsequent rotation of the entire column about the trap axis. Fig. 2.9 gives the \( z \)-integrated density perturbations for the first three eigenmodes. The modes are indexed by a radial wave number \( n_r \) which indicates the number of radial nodes in the eigenfunction. As the radial index increases, the mode frequencies approach the rotation frequency.
These modes are all discrete modes as opposed to continuum modes which exist for columns with shear in the rotational flow. Note that all the frequencies are lower than the rotation frequency of the column. This is a consequence of the monotonically decreasing length function \((i.e., \kappa > 0)\).

There are equilibria whose length functions do not decrease monotonically with radius. Such equilibria can exist in standard Malmberg-Penning traps when the plasma radius is close to that of the trap. However, to better illustrate the effect of hollow end shape, we will consider a modified Malmberg-Penning trap in which two small \((r = R/50)\) conducting rings are placed just outside the plasma ends and coaxial with the trap. To obtain significantly hollow end shapes, we bias the rings to an appropriate positive potential. In principle, we should also modify our Green function to account for the image charges induced on these rings by the mode perturbations. However, if the rings are sufficiently small we can safely ignore these images. Fig. 2.10(a) shows a hollow end shape equilibrium. Here the uniform local plasma density is \(n_0 = 10^7\) cm\(^{-3}\), \(R = Z = 3.5\) cm, \(V = 21\) Volts and the additional conductors are located at \(z = \pm 2.625\) cm. Fig. 2.10(b) shows the eigenmode frequencies of the system. In addition to the slow modes discussed earlier, there are modes which rotate faster than the column. The presence of both slow and fast modes on the same column is a result of the length function having a radial derivative which changes sign. As expected, the density perturbations associated with the fast (slow) modes are localized where the length function is increasing (decreasing) with radius.

2.7.3 Shear Profiles

The discrete modes of a rigid rotor plasma can be destroyed by the introduction of shear into the \(E \times B\) flow. For an infinite length column, the \(\ell > 1\)
diocotron modes are absorbed into the continuum $[2]$ when they become resonant with the plasma rotation frequency.

Finite length columns also exhibit this phenomenon. As the local density profile is smoothed, the high $n_r$ modes are absorbed into the continuum as they become resonant with the fluid. The $z$-integrated density eigenfunctions of these modes are no longer smooth functions indexed by a radial wave number, but become discontinuous at the resonant radius. For $\ell = 1$, a plasma with significant shear and a monotonically decreasing length function retains only its center of mass discrete mode. All other eigenmodes are part of the continuum. Experimentally prepared profiles typically contain shear and this may explain why the higher order modes have not been observed.

For monotonically decreasing $n_0(r)$, only modes which rotate slower than the central rotation frequency will become resonant with the plasma rotation and are absorbed into the continuum. However, hollow end shape plasmas support modes with azimuthal phase velocities above the highest rotation frequency. These modes remain discrete in the presence of shear and may be observable experimentally. Fig. 2.11(a) shows a local density profile which is constant throughout the column and falls smoothly to zero near the edge. Fig. 2.11(b) is the equilibrium length function for this density profile and is a non-monotonic function of radius. In Fig. 2.12(a), we plot the spectrum of eigenmodes for this system. Except for the lowest frequency center of mass mode, all of the discrete modes with frequencies lower than the central rotation frequency have become part of the continuum. The addition of more grid points will fill in the continuum with more modes. On the contrary, the modes which rotate faster than the plasma are discrete and remain separated from each other by fixed frequency intervals as the spatial resolution is increased. The $z$-integrated density perturbations for the fastest mode and one of
the discrete modes are shown in Fig. 2.12(b). The solid curve represents the fast, discrete eigenmode. The perturbation is most prominent for small radii where the length function is increasing with radius and is smallest at larger radii where the length function is decreasing. The dashed curve is a continuum eigenmode and exhibits the characteristic discontinuity at the resonant radius.

2.7.4 Diocotron Instability for Azimuthal Mode Number \( \ell = 1 \)

Another problem where finite column length plays an important role is the \( \ell = 1 \) diocotron instability. As mentioned earlier, a necessary condition for diocotron instabilities is that \( N_0(r) \) be non-monotonic. For an infinitely long column, a normal mode analysis[22] predicts neutral stability [i.e., \( \text{Im}(\omega) = 0 \)] for all \( \ell = 1 \) modes, and an initial value analysis predicts the possibility of algebraic growth (i.e., \( \delta n \propto \sqrt{t} \)). However, experiments[5, 18] clearly exhibit exponential growth for \( \ell = 1 \) modes.

Smith[34] and Finn et al.[8] have argued theoretically that the exponential growth is due to finite column length. Likewise, our numerical solutions find the possibility of exponential growth for \( \ell = 1 \) modes. However, we will find that quantitative agreement with the measured growth rates and frequencies requires the inclusion of a kinetic effect (see Sec. 2.8).

First we examine the results from the zero Debye length theory (no kinetic effect). Consider the \( z \)-integrated density profile in Fig. 2.13(a). Fig. 2.13(b) shows the equilibrium length function calculated for \( R = 3.5 \) cm, \( Z = 10.4 \) cm and \( V = 60 \) Volts. The spectrum of eigenmode frequencies for this system is given in Fig. 2.14(a). We can clearly see the continuum, the discrete stable mode frequency and the two complex conjugate frequencies of the unstable mode. The
eigenfunctions of the discrete stable mode and the unstable mode are shown in Fig. 2.14(b). The eigenfunction of the stable mode is $\partial N_0/\partial r$ and represents the usual center of mass mode. The unstable mode eigenfunction has a global character and vanishes at the radius where the $z$-integrated density is largest. The $z$-integrated density profile in Fig. 2.13(a) is a smooth fit to an experimental profile. The experiment measured a growth rate of .045 and a frequency of .99 (normalized to $\omega_E(0) = 2\pi en_0(0)c/B$). These values are quite different than the computed values of .013 and 1.17. These discrepancies are common to other density profiles and length functions. We will return to this subject in Sec. 2.8.

Finn et al.[8] cite two finite length effects which contribute to the $\ell = 1$ instability: curvature in the end shape and variation in the plasma length due to the presence of the mode. Their growth rates due to curvature effects are compared with our results in Fig. (2.15) for two different hollow density profiles. The curvature $\kappa$ [defined in Eq. (2.61)] is obtained by fitting the equilibrium length function to a quadratic near $r = 0$. For large values of $\kappa$ this is a reasonable approximation and the two theories obtain similar growth rates. As the end cap voltages are increased, the curvature near the trap axis tends to zero and the results differ greatly. Finn et al.[8] also find that the perturbation of the plasma length is a source of instability and obtain finite growth rates for plasmas with zero curvature near $r = 0$. However, the length perturbation is included by using a boundary condition that is chosen for analytical convenience rather than that fidelity to the experimental geometry. Our method requires numerical implementation, but more accurately reflects the experimental geometry. This distinction makes comparison of growth rates due to length perturbations not possible.

Although the finite length theory calculations predict the existence of exponential instabilities in hollow columns, the quantitative agreement with the exper-
iments is poor. The calculations consistently find growth rates 4 to 5 times smaller and real frequencies 20-30% larger than the values measured in the experiments. However, these discrepancies may be the result of kinetic effects and the specific manner in which the hollow density profiles are created.

2.8 Kinetic Corrections

In this section, we include a kinetic correction that can be important even though it is of order $\lambda_D^2$. Linearizing the Hamiltonian (2.43) with respect to $\delta \phi$ and $\delta L$ yields $H = H_0 + \delta H$, where

$$H_0 = \frac{I^2 \pi^2}{8mL_0^2(p_\theta)} + c\phi_0(p_\theta)$$  \hspace{1cm} (2.65)

and

$$\delta H = c\delta \phi(\theta, p_\theta, t) - \frac{I^2 \pi^2}{4mL_0^3(p_\theta)} \delta L(\theta, p_\theta, t).$$  \hspace{1cm} (2.66)

Substituting into the kinetic equation (2.38) and decomposing into Fourier components in $t$ and $\theta$ yields the result

$$\left[ \omega_r + i\gamma - \ell \omega_E + \frac{\ell I^2 \pi^2}{4mL_0^3(p_\theta)} \frac{\partial L_0}{\partial p_\theta} \right] \langle \delta \tilde{f}_{\ell,\omega}(p_\theta) \rangle_{\psi} = -\ell \left[ c\delta \phi_{\ell,\omega}(p_\theta) - \frac{I^2 \pi^2}{4mL_0^3(p_\theta)} \delta L_{\ell,\omega} \right] \frac{\partial f_0}{\partial p_\theta}(p_\theta, I).$$  \hspace{1cm} (2.67)

Since the mode of interest here is unstable, the mode frequency is expressed as a complex quantity explicitly ($\omega \to \omega_r + i\gamma$).

The term involving $\delta L_{\ell,\omega}$ is order $(\lambda_D/\Delta)^2$ smaller than the $\delta \phi_{\ell,\omega}$ term and can be ignored ($\Delta$ is the scale length on which the potential varies and is on the order of the plasma radius). However, the $I$-dependent term on the left hand side must be kept since near the resonance $\omega_r - \omega_E$ vanishes and the growth rate $\gamma$ is...
assumed to be small. Thus, we obtain

$$\langle \delta f_{\ell,\omega} \rangle_{\psi} = \frac{-\ell e \delta \phi_{\ell,\omega}}{\omega + i \gamma - \ell \omega_E + \frac{\mu_e \pi^2}{4m L_0^4(\rho_0)} \frac{\partial L_0}{\partial \rho_0}}.$$  \hspace{1cm} (2.68)

Integrating over $I$ and multiplying by $\omega_r + i \gamma - \ell \omega_E$ produces the kinetic eigenvalue equation

$$(\omega_r + i \gamma - \ell \omega_E) \delta N_{\ell,\omega} = -\ell e \delta \phi_{\ell,\omega}(\omega_r + i \gamma - \ell \omega_E) \int_0^\infty \frac{2\pi dI \frac{\partial f_0}{\partial \rho_0}}{\omega_r + i \gamma - \ell \omega_E + \frac{\mu_e \pi^2}{4m L_0^4(\rho_0)} \frac{\partial L_0}{\partial \rho_0}}.$$ \hspace{1cm} (2.69)

Setting the term involving $I$ in the denominator to zero results in the non-kinetic eigenvalue equation (2.47). The kinetic correction represents the dependence of the bounce averaged rotation frequency on the axial particle energy. In order to turn around at the ends, the fast particles must receive a larger impulse. Since the electric force providing this change in momentum is aligned normal to the surface of the plasma, there is both an impulse in $z$ and in $r$ provided the ends are not flat (note the dependence on the radial derivative of $L_0$). Therefore, particles with different axial energies have different bounce averaged rotation frequencies and plasma particles at several different radii can be in resonance with the unstable mode. We will show later that the new $I$-dependent term substantially affects the behavior of the unstable mode and is sensitive to the details of the particle distribution function.

The inclusion of the kinetic correction to the rotation frequency in our eigenvalue equation produces a matrix operator which depends functionally on the frequency of the eigenmode. Since the mode frequency is not known $a \ priori$, the discretized operator cannot be diagonalized directly. However, we are only considering one particular mode in the eigenspectrum and the kinetic correction to the eigenvalue of this mode is obtained using the following iterative technique. First, the non-kinetic unstable mode frequency, $\omega^{(0)} + i \gamma^{(0)}$ is substituted into
the right hand side of Eq. (2.69). Next, the integral over $I$ is performed. The result is a standard eigenvalue problem. After diagonalizing the resulting system of discretized equations, the adjusted unstable mode frequency, $\omega^{(1)} + i\gamma^{(1)}$, is identified. The new frequency is then substituted back into Eq. (2.69) and this procedure is repeated until the mode frequency converges to a stationary value. This method is successful provided the temperature is increased slowly. Also, this method will work for an arbitrary distribution function, since the integral over $I$ may be performed numerically.

The distribution of axial particle velocities can be greatly affected by the experimental method used to create the hollow $z$-integrated density profiles. Initially, a monotonic column is created and held in the trap until local thermal equilibrium is established along the field lines. Therefore, the initial distribution of axial particle velocities is a Maxwellian and the temperature is typically uniform in radius. Using action-angle variables, the initial distribution takes the form

$$f^i_0(p_\theta, I) = \frac{N^i_0}{\sqrt{2\pi^3 I^2}} \exp\left(-\frac{I^2}{2I^2}\right), \quad (2.70)$$

where $I = (2I^2_0/\pi)(mT)^{1/2}$ and the superscript $i$ stands for initial. The axial confining potential at one end is then lowered and the more energetic particles escape from the trap. Since the plasma potential is highest (and the trap potential is lowest) on-axis, more particles are lost near the center and the resulting $z$-integrated density profile is hollow. In previous experiments, the confining potentials have been changed on a time scale comparable to a bounce period and the resulting distribution function of the hollowed column is not readily found.

In order to illustrate the effect the hollowing process can have on the instability, we will consider an experimental situation for which the distribution function is known. Specifically, the confining potential can be lowered and raised slowly with
respect to a bounce period. Under such circumstances, the bounce action of the
remaining particles is invariant. Therefore, the number of particles along a given
field line with action \( I \leq \hat{I}(p) \) remains fixed,

\[
f_0^f(p, I) = \begin{cases} 
  f_0^1(p, I) & I \leq \hat{I} \\
  0 & I > \hat{I}
\end{cases}
\]  

(2.71)

and the superscript \( f \) indicates final. The final distribution function is a truncated
Maxwellian. In truth, the bounce action of particles near the separatrix is not
conserved. Presumably, these non-adiabatic particles will smooth out the distri-
bution function near the truncation point. However, results obtained for artificially
smoothed distribution functions are not substantially different. Because the insta-
bility growth rate is larger than the collision frequency, the velocity distribution
does not have a chance to relax back to a Maxwellian. The maximum action al-
lowed on a field line, \( \hat{I}(p) \), is determined from the initial and final \( z \)-integrated
density profiles and the initial temperature.

\[
N_0^f(p) = \int_0^\infty 2\pi dI f_0^f(p, I) = \int_0^{\hat{I}(p)} 2\pi dI f_0^1(p, I) = N_0^f(p) \text{erf} \left[ \frac{\hat{I}(p)}{\sqrt{2\hat{I}(p)}} \right]
\]  

(2.72)

The temperature and \( z \)-integrated density profiles can be measured experimentally
and thus \( \hat{I}(p) \) is known. Fig. 2.16 shows two \( z \)-integrated density profiles. The
solid curve represents a likely initial profile before the ejection process (the actual
initial profile for this experiment was not measured). The dashed curve represents
the final, hollow profile which supports the diocotron instability.

Fig. 2.17 shows the corrections to the real frequency and the growth rate
as the temperature increases. The solid lines represent the kinetic corrections for a
plasma whose axial velocity distribution is a Maxwellian. In this case, the kinetic
effects are insignificant. The dashed curves depict the corrections for a plasma with
the truncated distribution defined by the profiles of Fig. 2.16. Here, the growth
of the instability is greatly enhanced and the frequency is shifted down. In each case, the kinetic effects produced by the truncated distribution are substantially different than the non-kinetic results and the kinetic effects due to a Maxwellian distribution. This suggests that the instability cannot be completely understood in terms of density profiles alone.

Exact comparisons between the theory and experiments have not yet been made. The available experimental data on $\ell = 1$ diocotron instabilities does not include the initial $z$-integrated density profiles before hollowing. Furthermore, the hollowing processes have not been adiabatic and the final distribution of axial energies is not known. However, corrections have been calculated for various probable initial profiles and different distribution functions. The results indicate the hollowing process can substantially affect the instability.

2.9 Conclusion

We have developed a Zero Debye Length Reduced Description for a nonneutral plasma column confined in a Malmberg-Penning trap. The critical assumption of this model is that the rapid bounce motion along field lines produces axial Debye shielding for the equilibrium and the low frequency diocotron modes. Using this model, an eigenvalue equation for linear diocotron modes was obtained for a finite length plasma column. A Green function formulation was used and the eigenmodes were obtained from a matrix diagonalization of the discretized system of equations.

The solutions revealed the existence of many discrete modes in rigid rotor plasmas not found in the infinite length theory. It was also shown that these are absorbed into the continuum when shear in the plasma rotation velocity produces resonances with the modes. Discrete modes rotating faster than the plasma were observed in hollow end shape plasmas. It was further demonstrated that these
modes are not destroyed by a small amount of shear and might be observable experimentally.

We have also found instabilities for hollow density profile columns and verified that finite length columns are exponentially unstable even for $\ell = 1$. Furthermore, we have shown that, in some cases, kinetic effects and the details of the axial velocity distribution function can have important consequences on the growth rate and real frequency of the unstable diocotron modes.

This chapter has been published in Physics of Plasmas 11, T. J. Hilsabeck and T. M. O’Neil, 407-422 (2001). T. J. Hilsabeck was the primary investigator and author of this paper.
Figure 2.1: Malmberg-Penning confinement geometry. The end cylinders extend out to infinity.
Figure 2.2: Gaussian $z$-integrated density profile.
Figure 2.3: Poisson-Boltzmann solution for constant density (a) and potential (b) contours ($R = 3.5$ cm, $Z = 17.3$ cm, $T = 1$ eV).
Figure 2.4: Equilibrium plasma lengths for Poisson-Boltzmann solutions (dashed). Equilibrium plasma length for the Zero Debye Length Reduced Description (solid).
Figure 2.5: Comparison to Dubin’s analytic theory of small \((r_p = R/10)\) spheroids. Mode frequencies are given for the first five azimuthal wave numbers and are normalized to the rotation frequency.
Figure 2.6: Mode potentials along axis \((r = r_p/6)\) produced by \(\delta N\) and \(\delta L\) (note: their sum cancels as expected).
Figure 2.7: Equilibrium length function for a uniform density plasma. ($n_0 = 10^7 \text{ cm}^{-3}$, $Z = R = 3.5 \text{ cm}$, $V = 27 \text{ Volts}$)
Figure 2.8: $\ell = 1$ eigenmode frequencies for plasma shown in Fig. 2.7 (indexed by a radial wave number $n_r$).
Figure 2.9: $Z$-integrated density perturbations of the first three radial eigenmodes in Fig. 2.8.
Figure 2.10: (a) Hollow equilibrium length function ($R = Z = 3.5$ cm, $V = 27$ Volts). (b) Eigenfrequencies for hollow end shape column.
Figure 2.11: Smoothed local density profile and hollow equilibrium length function ($R = Z = 3.5$ cm, $V = 21$ Volts).
Figure 2.12: (a) spectrum of eigenmodes. (b) eigenfunctions for the highest frequency mode and a continuum mode.
Figure 2.13: Hollow z-integrated density profile and calculated equilibrium length function ($R = 3.5$ cm, $Z = 10.4$ cm, $V = 60$ Volts).
Figure 2.14: Spectrum of eigenmodes and eigenfunctions for stable and unstable modes (note: unstable mode eigenfunction shown is $|\delta N|$).
Figure 2.15: Growth rate vs. curvature comparison to the theory of Finn et al. [8]
Figure 2.16: An initial $z$-integrated density profile and the hollow profile obtained after ejection.
Figure 2.17: Effects of finite temperature on the $\ell = 1$ hollow profile instability [(a) real frequency, (b) growth rate] for a Maxwellian velocity distribution and the truncated distribution obtained from the profiles of Fig. 2.16.
Chapter 3

Trapped-Particle Diocotron Modes

3.1 Abstract

Recent experiments have characterized trapped-particle modes on a non-neutral plasma column[17], and this paper presents a theoretical model of the modes. Theoretical predictions for the mode frequency, damping rate, and eigen-mode structure are compared to experimental observation. The modes are excited on a nonneutral plasma column in which classes of trapped and passing particles have been created by the application of a potential barrier. The column resides in a Malmberg-Penning trap, and the barrier is created by applying a voltage to an azimuthally symmetric section of the wall near the axial mid-point of the column. Low energy particles near the edge of the column (where the barrier is strong) are trapped in one end or the other, while high energy particles near the center of the column transit the entire length. The modes have azimuthal variation \( \ell = 1, 2, \ldots \) and odd \( z \)-symmetry. The trapped particles on either side of the barrier execute \( \mathbf{E} \times \mathbf{B} \) drift oscillations producing density perturbations that are 180° out of phase with each other, while passing particles run back and forth along the field lines attempting to Debye shield the perturbed charge density. The mode is
damped by collisional scattering across the separatrix between trapped and passing particles. The damping rate is calculated using a boundary layer analysis of the Fokker-Planck equation. It is also shown that the damping is associated with radial transport of plasma particles.

3.2 Introduction

Electric and magnetic field inhomogeneities in plasma containment devices cause a fraction of the particles to remain localized in certain regions. This condition gives rise to a class of low frequency electrostatic oscillations known as trapped-particle modes[36]. In these modes, trapped particles remain isolated from the global mode structure and experience $\mathbf{E} \times \mathbf{B}$ drift oscillations locally, while passing particles stream along the field lines Debye shielding the trapped-particle charge density perturbations. In this sense, trapped-particle modes resemble drift waves wherein the trapped particles play the role of ions and passing particles the role of electrons. Trapped-particle modes were originally investigated for toroidal geometry, but have been predicted for and observed in other geometries, such as the Columbia Linear Machine[26].

Recent experiments with magnetically confined nonneutral plasma columns have characterized a new trapped-particle mode: the trapped-particle diocotron mode[17]. This paper provides a theoretical description of the mode, and compares theoretical prediction to experimental measurement for the frequency, damping rate, and eigenmode structure. The agreement is good (for example, 10% percent for frequency and 50% percent for damping rate) over a substantial range of experimental parameters.

The modes are excited on a nonneutral (pure electron) plasma column to which an azimuthally symmetric potential barrier has been applied creating classes
of trapped and passing particles. This electrostatic barrier, the squeeze voltage, is typically applied near the axial mid-point of the column. Particles with low axial velocity are then trapped in either end, while high axial velocity particles pass back and forth over the full length of the column.

The mode dynamics is easy to understand. Trapped particles in the two ends of the column undergo low frequency $\mathbf{E} \times \mathbf{B}$ drift oscillations that are $180^\circ$ out of phase with each other, while passing particles move back and forth along the magnetic field lines Debye shielding the charge perturbation of the trapped particles.

The mode damping is due to collisional scattering of marginally trapped particles. Following the analysis of Rosenbluth, Ross, and Kostomarov[31] for the dissipative trapped-ion mode, we solve the Fokker-Planck equation in a thin boundary layer near the separatrix between trapped and passing particles, and find that the relative damping scales like $\sqrt{\nu/\omega}$, rather than $\nu/\omega$. Here, $\nu$ is the collision frequency, $\omega$ is the mode frequency, and the square root is important because $\nu/\omega$ is small.

To understand why collisions have an enhanced effect near the separatrix, first note that the trapped and passing particles experience very different dynamics. In the absence of collisions, the perturbed velocity distributions for the trapped and passing particles would be discontinuous (in value and slope) at the separatrix. Small angle scattering, described by the Fokker-Planck collision operator, is essential in smoothing the discontinuity. Steep gradients in a narrow boundary layer enhance the effective collision frequency to the point where an order unity correction (the smoothing) is made to the perturbed velocity distribution.

Significantly, the correction contains a component that is in phase with the mode electric field, so the mode can exchange energy with the scattered particles.
The dominant energy exchange occurs because the mode transports the scattered particles radially outward. The liberated electrostatic energy increases the mode energy, and would cause growth of a positive energy mode. However, the observed trapped-particle diocotron mode has negative energy, so the mode damps.

A direct experimental test was made to verify that scattering of marginally trapped particles causes the damping. The scattering rate was enhanced artificially by applying a potential that oscillates in resonance with the axial bounce motion of marginally trapped particles. The damping rate was observed to increase an order of magnitude coincident with the application of this oscillation potential.

The remainder of the paper is organized as follows. Section 3.3 describes the confinement geometry and plasma equilibrium. Section 3.4 discusses the basic equations for the mode dynamics. Section 3.5 solves for the mode frequency and eigenmode structure in the absence of collisions. An analytic solution is possible in an idealized limit, but numerical solution is necessary for realistic density profile and potential barrier profile. In Section 3.6, the effect of collisions is included, and the damping rate is calculated. Section 3.7 discusses Landau resonances and argues that Landau (and bounce resonant) damping are typically small for these modes.

3.3 Confinement Geometry and Equilibrium

The pure electron plasma column is confined in a Malmberg-Penning trap configuration as shown schematically in Fig. 3.1. The confinement region is bounded radially by a series of conducting cylinders of radius \( R_w \). The end cylinders are held at negative potential to provide axial confinement of the electron plasma, while radial confinement is provided by a large axial magnetic field \( B = Bz \). Here, \((r, \theta, z)\) is a cylindrical coordinate system with the \( z \)-axis coincident with the axis
of the cylindrical wall. Because the column is unneutralized, there is a radial space charge electric field and consequent $E \times B$ drift rotation of the column.

A static, $\theta$-symmetric barrier is created by applying a negative voltage (the "squeeze" potential) to a short cylindrical section of the bounding wall. The resulting barrier potential is an increasing function of radius, with more particles trapped near the radial edge of the plasma than near the trap axis. At any given radius, the squeeze potential presents an insurmountable barrier to low axial velocity particles, trapping them in the end regions. Particles with high axial velocity pass over the squeeze potential and sample the entire length of the column.

In the experiments, the plasma has time to come into thermal equilibrium along each field line before the mode is launched. Thus, the equilibrium distribution function is given by

$$f_0(r, z, v) = \frac{N(r) \exp\left[-\frac{1}{\tau} [mv^2/2 - e\phi_0(r, z)]\right]}{\int dz \int dv \exp\left[-\frac{1}{\tau} [mv^2/2 - e\phi_0(r, z)]\right]}$$

where $v$ is the $z$-component of the velocity. The transverse velocity components have been integrated out, anticipating that drift dynamics will be used in the description of the mode. The $z$-integrated density $N(r)$ and the temperature on axis [i.e., $T(r = 0)$] are known from measurement. The temperature is assumed to be independent of $r$ for simplicity and for want of better knowledge. The possibility of introducing error here will be discussed later (see Section 3.6). The self-consistent equilibrium potential $\phi_0(r, z)$ is obtained by substituting the charge density $-en_0(r, z) = -e \int dv f_0(r, z, v)$ into Poisson’s equation and numerically solving subject to the known boundary conditions for the potential on the trap wall.

In Fig. 3.2, equilibrium density and potential contours are shown for a typical case. The $z$-integrated density profile, $N(r)$, is monotonically decreasing with a peak of $8.2 \times 10^8$ cm$^{-2}$ on axis. The plasma temperature in this example
is 1 eV and the end ring potentials are 100 Volts. A 20 Volt squeeze potential is applied over a central conducting ring of length 7 cm. The radial wall of the trap is located at 3.5 cm. The equilibrium solution in Fig. 3.2 demonstrates the effectiveness of the Debye shielding in forcing the potential and density to be \( z \)-independent, except in the squeeze region and near the ends of the column. This condition holds generally for the plasmas under consideration in this paper.

Fig. 3.3 shows phase space orbits executed by particles moving along a particular magnetic field line (at \( r = 0.5 \) cm) in the equilibrium of Fig. 3.2. All of the particles are reflected by the large confinement fields at the ends. Particles whose maximum axial velocity is less than the separatrix velocity (0.685 \( \bar{v} \) for this field line) are reflected by the squeeze barrier and are trapped in the ends. Orbits for the trapped particles are shown as dashed curves. Particles with high axial energy pass through the squeeze region and sample the entire length of the column during a bounce orbit. The passing particle orbits are shown as the solid curves in Fig. 3.3.

The separatrix velocity is determined indirectly from the experimental measurements. The electric potential inside the trap is obtained using the Poisson-Boltzmann solution described above. Debye shielding produces a potential that is axially uniform inside the plasma on either side of the squeeze region. In the squeeze region, the potential varies smoothly and reaches a maximum at \( z = 0 \). The energy barrier seen by a particle bouncing at a radius \( r \) is determined by the difference in potential between the region of smooth potential (say, \( z = \pm 15 \) cm) and the center of the squeeze region (\( z = 0 \) cm). Particles with a maximum kinetic energy that matches this potential energy barrier are moving at the separatrix velocity

\[
v_s(r) = \left( \frac{2e}{m} \left[ \phi_0(15) - \phi_0(0) \right] \right)^{\frac{1}{2}}.
\]  

(3.2)
Because the barrier potential is strongest nearest the trap wall, the separatrix velocity is an increasing function of radius.

The density profiles of trapped and passing particles at any given radius can be determined from the total particle density profile $n_0(r)$ and the separatrix velocity $v_s(r)$. The density of particles trapped by the squeeze barrier at a particular radius is

$$n_t(r) = \int_{-v_s(r)}^{v_s(r)} dv f_0(r, v) = n_0(r) \text{erf} \left[ \frac{v_s(r)}{\sqrt{2} \sigma} \right],$$

and the passing density is $n_p(r) = n_0(r) - n_t(r)$. Figure 3.4 shows the trapped, passing and total density profiles for the equilibrium of Fig. 3.2, and clearly demonstrates the radial dependence of the fraction of trapped particles.

The Debye shielding of the squeeze potential results in a barrier that is a strong function of radius. Most particles near the edge of the plasma are trapped and most particles near the trap axis are passing. Radial localization of trapping is a general feature of externally applied electrostatic squeeze potentials.

### 3.4 Dynamical Equations

Because the cyclotron frequency is the largest of the relevant dynamical frequencies and the cyclotron radius is the smallest of the length scales, the mode dynamics can be described by the drift kinetic equation

$$\left( \frac{\partial}{\partial t} + v \frac{\partial}{\partial z} - \frac{c}{Br} \frac{\partial \phi}{\partial r} \frac{\partial}{\partial r} + \frac{c}{Br} \frac{\partial \phi}{\partial \theta} \frac{\partial}{\partial \theta} + \frac{e}{m} \frac{\partial \phi}{\partial v} \frac{\partial}{\partial v} \right) f = C(f),$$

where $f = f(r, \theta, z, v, t)$ is the distribution of guiding centers and $\phi(r, \theta, z, t)$ is the electric potential. Of course, $\phi(r, \theta, z, t)$ is determined by $f(r, \theta, z, v, t)$ through Poisson’s equation and the known boundary conditions for $\phi$ on the wall. On the right hand side, $C(f)$ is the Fokker-Planck collision operator integrated over the velocity components transverse to $B = B \hat{z}$ [30].
Although equilibrium distribution (3.1) was written down using thermal equilibrium considerations, not surprisingly it is a time independent solution of Eq. (3.4). This follows from the fact that \( C(f_0) = 0, \) \( \partial \phi_0 / \partial \theta = \partial f_0 / \partial \theta = 0, \) and 
\[ v \partial f_0 / \partial z + (e/m) (\partial \phi_0 / \partial z) (\partial f_0 / \partial z) = 0. \]

We take the mode perturbation to be small and linearize Eq. (3.4) in 
\[ \delta f = f - f_0 \] and \( \delta \phi = \phi - \phi_0. \) The result is
\[
\left( \frac{\partial}{\partial t} + v \frac{\partial}{\partial z} + \omega_E \frac{\partial}{\partial \theta} + \frac{e \partial \phi_0}{m} \frac{\partial}{\partial v} - C \right) \delta f = -\frac{e}{m} \frac{\partial f_0}{\partial z} \frac{\partial \delta \phi}{\partial v} + \frac{e}{Br} \frac{\partial f_0}{\partial r} \frac{\partial \delta \phi}{\partial \theta}, \tag{3.5}
\]
where \( \omega_E = (e/Br)(\partial \phi_0 / \partial r) \) is the \( \textbf{E} \times \textbf{B} \) drift rotation frequency for the equilibrium. Since \( f_0 \) and \( \phi_0 \) are independent of \( \theta \) and \( t, \) we consider perturbations of the form
\[
(\delta f, \delta \phi) = (\delta f_\ell, \delta \phi_\ell) \exp(i \ell \theta - i \omega t), \tag{3.6}
\]
Eq. (3.5) then reduces to the form
\[
\left( -i \omega + i \ell \omega_E + v \frac{\partial}{\partial z} + \frac{e \partial \phi_0}{m} \frac{\partial}{\partial v} - C \right) \delta f_\ell = -\frac{e}{m} \frac{\partial f_0}{\partial z} \frac{\partial \delta \phi_\ell}{\partial v} + \frac{i \ell}{Br} \frac{\partial f_0}{\partial r} \delta \phi_\ell. \tag{3.7}
\]

The left hand side of Eq. (3.7) includes the term \( C(\delta f_\ell), \) which is the linearization of the Fokker-Planck collision operator with respect to the perturbation \( \delta f_\ell. \) The linearization includes four terms
\[
C(\delta f_\ell) = \frac{\partial}{\partial v} \left[ D(v) \frac{\partial \delta f_\ell}{\partial v} + F(v) \delta f_\ell \right] + \frac{\partial}{\partial v} \left[ \delta D(v) \frac{\partial f_\ell}{\partial v} + \delta F(v) f_0 \right], \tag{3.8}
\]
where \( D(v) \) and \( F(v) \) are the parallel diffusion and drag coefficients evaluated for the equilibrium distribution \( f_0, \) and \( \delta D(v) \) and \( \delta F(v) \) are the diffusion and drag coefficients evaluated for the perturbed distribution \( \delta f_\ell. \) For future reference, note that any perturbation of the form \( \delta h_\ell = g(r, z)f_0 \) is such that \( C(\delta h_\ell) = 0. \) Also, note that near the separatrix, where derivatives of \( \delta f_\ell \) are very large, only the highest derivative term in \( C(\delta f_\ell) \) need be retained. In the separatrix boundary
layer, Eq. (3.8) may be approximated by

$$C(\delta f_i) \simeq D(v_s) \frac{\partial^2 \delta f_i}{\partial v^2}. \quad (3.9)$$

The parallel diffusion coefficient is of order $D \sim \nu \bar{v}^2$, but more accurately is given by

$$D(v_s) = \frac{8\sqrt{\pi} e^4 n T \Lambda}{m^3 v_s^3} \int_0^{\frac{m v_s^2}{2T}} \sqrt{t} e^{-t} dt, \quad (3.10)$$

where $\Lambda = \ln(r_c/b)$ is the Coulomb logarithm for the case where $e^2/T \equiv b \ll r_c \ll \lambda_D[25]$.

The justification of the linearization is subtle and requires some discussion. As mentioned, we will find that the mode damping is dominated by particles in a thin boundary layer near the separatrix. However, a nonlinear effect of the mode potential shifts the velocity of the separatrix up and down by an amount $\delta v_{nl} \sim e \delta \phi/m v_s$ every cycle. Particles in this band undergo a complicated sequence of trapping and detrapping transitions that is missed by the linearized equation (3.7). Why then is the linearization valid, and what is the criterion for validity?

The essential point is that small angle scattering, which is included in Eq. (3.7), causes rapid trapping and detrapping transitions over a broader velocity band than $\delta v_{nl}$. The effective collision frequency for scattering over the velocity interval $\delta v_s$ is $\nu_{eff} = D(v_s)/(\delta v_s)^2$, where $D(v_s)$ is the parallel diffusion coefficient discussed above. One can understand this relation as the statement that velocity diffusion extends over the range $\delta v_s$ during the time $\nu_{eff}^{-1}$ [i.e., $(\delta v_s)^2 = D \nu_{eff}^{-1}$]. For the scattering transitions across the separatrix to be at least as fast as the nonlinearity induced transitions we set $\nu_{eff} = \omega' \equiv |\omega - \ell \omega_x|$, the Doppler shifted mode frequency as seen by a particle. This yields the collision dominated width $\delta v_s = \sqrt{D/\omega'} \simeq \bar{v} \sqrt{\nu/\omega'}$, where the approximation $D \approx \nu \bar{v}^2$ has been used. In section 3.6, we will find that this is the width of the boundary layer that dominates
mode damping. Thus, the criterion for validity of the linearization is the inequality
\[ \delta v_s \gg \delta v_m, \]
which can be written as \[ \frac{\sqrt{v/\omega'}}{T/m} \gg \epsilon \delta \phi / T, \]
where we have set \( v_s \simeq \sqrt{T/m}. \)

### 3.5 Frequency and Eigenmode

In this section, we solve for the mode frequency and eigenmode structure. Both are described adequately by collisionless theory. The effect of weak collisions will be included in the next section, which discusses the mode damping.

The solution relies on the frequency ordering \( \omega_b \gg \omega_E, \omega, \) where \( \omega_b = \pi \bar{v} / L \)
is the characteristic axial bounce frequency for electrons and \( L = L_1 + \Delta + L_2 \) is the overall column length (see Fig. 3.1). Since \( \omega \) and \( \omega_E \) both scale like \( 1/B, \) an expansion in the small parameter \( \omega/\omega_b \sim \omega_E/\omega_b \ll 1 \) is equivalently an expansion in \( 1/B. \)

In zero order, Eq. (3.7) reduces to

\[
\left( v \frac{\partial}{\partial z} + \frac{e}{m} \frac{\partial \phi_0}{\partial \bar{v}} \right) \delta f_\ell = \frac{e}{T} \frac{\partial \delta \phi_\ell}{\partial z} f_0
\]

where \( C(\delta f_\ell) \) has been neglected and use has been made of \( \partial f_0 / \partial \bar{v} = -(mv/T) f_0 \)
on the right hand side. Eq. (3.11) can be rewritten as

\[
\left( v \frac{\partial}{\partial z} + \frac{e}{m} \frac{\partial \phi_0}{\partial \bar{v}} \right) \left( \delta f_\ell - \frac{e \delta \phi_\ell}{T} f_0 \right) = 0,
\]

which is a statement that the quantity \( [\delta f_\ell - (e \delta \phi_\ell / T) f_0] \) is constant along a bounce orbit. Thus, we may equate the value of this quantity to its bounce-average value, obtaining the result

\[
\delta f_\ell = \langle \delta f_\ell \rangle + \frac{e}{T} [\delta \phi_\ell - \langle \delta \phi_\ell \rangle] f_0.
\]

Here, the bracket indicates a bounce-average,

\[
\langle g \rangle (r, \theta, \epsilon) = \frac{\frac{\partial}{\partial z} g[r, \theta, z, v(z, \epsilon)]}{\frac{\partial}{\partial z} v(z, \epsilon)}.
\]

\[
\frac{\partial}{\partial z} \left[ \frac{\partial}{\partial z} g[r, \theta, z, v(z, \epsilon)] \right] = \frac{\partial}{\partial z} v(z, \epsilon).
\]

\[
\frac{\partial}{\partial z} \left[ \frac{\partial}{\partial z} v(z, \epsilon) \right] = \frac{\partial}{\partial z} v(z, \epsilon).
\]
where $mv^2/2 - e\phi_0(r, z) = \epsilon$ specifies the orbit. In writing Eq. (3.13), use was made of the fact that $f_0$ is constant along an orbit.

To obtain an equation for $\langle \delta f_t \rangle$, we bounce-average Eq. (3.7) projecting out the zero order terms. The remaining (first order) terms describe cross magnetic field drift motion

$$-i\omega \langle \delta f_t \rangle + i\ell \langle \omega E \delta f_t \rangle = \frac{i\ell}{Br} (\delta \phi_t \frac{\partial f_0}{\partial r}).$$

(3.15)

The second term on the right hand side of Eq. (3.13) specifies the distribution of electrons along a bounce orbit. This type of response, called an adiabatic response, gives rise to Debye shielding. Thus, we anticipate here, and verify a posteriori (see Section 3.7), that Debye shielding forces the mode potential to be $z$-independent, except in the region of the squeeze potential and near the ends of the column.

As a simple model that captures the essential physics, we use a step function approximation for the mode potential

$$\delta \phi_t(r, z) = \begin{cases} \delta \phi_{t1}(r) & 0 < z < L_1 \\ \delta \phi_{t2}(r) & L_2 < z < 0 \end{cases},$$

(3.16)

where $L_1$ and $L_2$ are the lengths of the two trapped-particle regions (see Fig. 3.1). Likewise, we neglect the small but finite axial extent of the squeeze region and ends when evaluating the bounce averages. The model assumes that the trapped-particle regions are long compared to the squeeze region and ends. The advantage of the model is that a partial differential eigenmode equation for $\delta \phi_t(r, z)$ is reduced to two coupled ordinary differential equations for $\delta \phi_{t1}$ and $\delta \phi_{t2}$. We will see that a simple physically motivated guess as to the ratio $\delta \phi_{t1}/\delta \phi_{t2}$ decouples these equations leaving a single ODE eigenmode equation.

The step function model simplifies the evaluation of bounce-averages. For trapped particles on side $j$ ($j = 1$ or 2), the bounce-average mode potential is given
by $\langle \delta \phi \rangle = \delta \phi_{ij}$, and for passing particles it is given by

$$\langle \delta \phi \rangle = \frac{L_1 \delta \phi_{E1} + L_2 \delta \phi_{E2}}{L_1 + L_2}. \tag{3.17}$$

Since the squeeze region and ends are neglected, the bounce-average products in Eq. (3.15) simplify: $\langle \omega_E \delta f \rangle = \omega_E \langle \delta f \rangle$ and $\langle \delta \phi \partial f_0 / \partial r \rangle = \langle \delta \phi \rangle \partial f_0 / \partial r$.

Eqs. (3.13) and (3.15) then imply that the perturbed distribution for trapped particles on the side $j$ is given by

$$\delta f_{Ej}^{(t)} = \frac{c \ell}{Br} \frac{\delta \phi_{ij} \partial f_0}{\omega' \partial r}, \tag{3.18}$$

where $\omega'(r) \equiv \ell \omega_E(r) - \omega$. Likewise, the perturbed distribution for passing particles on side $j$ is given by

$$\delta f_{Ej}^{(p)} = \frac{c \ell}{Br} \frac{\langle \delta \phi \rangle \partial f_0}{\omega' \partial r} + \frac{e}{T} [\delta \phi_{ij} - \langle \delta \phi \rangle] f_0, \tag{3.19}$$

where $\langle \delta \phi \rangle$ is given by Eq. (3.17).

The next step is to determine the density perturbations associated with trapped and with passing particles. Because the separatrix velocity is a function of radius [i.e., $v_s = v_s(r)$], one must be careful not to miscount particles. First consider the trapped particles. Eq. (3.18) can be understood as implying that each trapped particle undergoes a radial step $\delta r_{ij} = -c \ell \delta \phi_{ij} / Br \omega'$, so that

$$\delta f_{Ej}^{(t)} (r, v) = f^{(t)} (r - \delta r_{ij}, v) - f^{(t)} (r, v) = \frac{c \ell \delta \phi_{ij} \partial f^{(t)}}{Br \omega' \partial r}. \tag{3.20}$$

Thus, the perturbation in the trapped-particle charge density is given by

$$\delta n_{Ej}^{(t)} (r, v) = \int_{-v_s (r - \delta r_{ij})}^{-v_s (r)} dv \ f^{(t)} (r - \delta r_{ij}, v) - \int_{-v_s (r)}^{-v_s (r - \delta r_{ij})} dv \ f^{(t)} (r, v), \tag{3.21}$$

which for small $\delta r_{ij}$ takes the form

$$\delta n_{Ej}^{(t)} (r, v) = \int_{-v_s (r)}^{-v_s (r - \delta r_{ij})} dv \ \delta f_{Ej}^{(t)} (r, v) + 2 \frac{\partial v_s}{\partial r} \delta r_{ij} f^{(t)} (r, v). \tag{3.22}$$
Omission of the second term would miscount the number of trapped particles.

Combining the two terms in Eq. (3.22) yields the result
\[ \delta n_{ij}^{(t)} = \frac{c \ell}{B r} \frac{\delta \phi_{ij}}{\omega'} \frac{\partial n_t}{\partial r}, \]  

(3.23)

where \( n_t(r) \) is defined in Eq. (3.3). Of course, this result can be obtained more directly using a fluid theory for the trapped particles. Similar arguments for the passing particles yield the perturbed density
\[ \delta n_{ij}^{(p)} = \frac{c \ell}{B r} \frac{\langle \delta \phi_t \rangle}{\omega'} \frac{\partial n_p}{\partial r} + \frac{e}{T} \left[ \delta \phi_{ij} - \langle \delta \phi_t \rangle \right] n_p, \]  

(3.24)

where \( n_p(r) = 2 \int_{v_a(r)}^{v_b(r)} dv f_0(r, v) \).

Substituting density perturbations (3.23) and (3.24) into Poisson’s equation yields two coupled differential equations,
\[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial}{\partial r} \delta \phi_{ij} \right) - \frac{\ell^2}{r^2} \delta \phi_{ij} = \frac{4 \pi e c \ell}{B r} \frac{\delta \phi_{ij}}{\omega'} \frac{\partial n_t}{\partial r} + \frac{4 \pi e c \ell}{B r} \frac{\langle \delta \phi_t \rangle}{\omega'} \frac{\partial n_p}{\partial r} + \frac{4 \pi e^2 n_p}{T} \left[ \delta \phi_{ij} - \langle \delta \phi_t \rangle \right] , \]  

(3.25)

for \( \delta \phi_{ij} \) \((j = 1 \text{ and } 2)\). Two ratios of \( \delta \phi_{\ell 1}(r)/\delta \phi_{\ell 2}(r) \) for which the equations decouple are easy to guess. For the choice \( \delta \phi_{\ell 1}(r) = \delta \phi_{\ell 2}(r) = \langle \delta \phi \rangle \), the two equations each reduce to the usual eigenmode equation for a diocotron mode
\[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial}{\partial r} \delta \phi_{ij} \right) - \frac{\ell^2}{r^2} \delta \phi_{ij} = \frac{4 \pi e c \ell}{B r} \frac{\delta \phi_{ij}}{\omega'} \frac{\partial n_0}{\partial r}, \]  

(3.26)

where \( n_0(r) = n_t(r) + n_p(r) \). In this case, two in-phase diocotron modes exist on the two sides of the barrier.

For the choice \( L_1 \delta \phi_{\ell 1} = -L_2 \delta \phi_{\ell 2} \), Eq. (3.17) implies that \( \langle \delta \phi_t \rangle = 0 \) so the two equations each reduce to the form
\[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial}{\partial r} \delta \phi_{ij} \right) - \frac{\ell^2}{r^2} \delta \phi_{ij} = \frac{4 \pi e c \ell}{B r} \frac{\delta \phi_{ij}}{\omega'} \frac{\partial n_t}{\partial r} + \frac{4 \pi e^2 n_p}{T} \delta \phi_{ij}, \]  

(3.27)

This is the eigenmode equation for the trapped-particle diocotron mode (or more precisely, modes). From the right hand side, one can see that trapped particles undergo \( E \times B \) drift motion locally and passing particles stream along field
lines attempting to Debye shield the perturbed charge density of the trapped particles. The condition \( L_1 \delta \phi_{t1} = -L_2 \delta \phi_{t2} \) guarantees that the passing particle charge needed for shielding on one side of the barrier is exactly liberated on the other side. The equations must be solved subject to the boundary conditions \( \delta \phi_{tj}(0) = \delta \phi_{tj}(R_w) = 0 \).

An analytic solution of Eq. (3.27) can be obtained in a particularly simple case. For very small Debye lengths, shielding of the squeeze potential effectively separates the trapped and passing particles radially. In this regime, the plasma may be described by a simplified model in which trapped and passing particles are divided by a separatrix radius, \( R_s \). The trapped and passing particle densities can be written as \( n_t(r) = n_0(r) \Theta(r - R_s) \) and \( n_p(r) = n_0(r) \Theta(R_s - r) \), where \( \Theta(x) \) is the Heaviside step function. For a top hat density profile, \( n_0(r) = n_0 \Theta(R_p - r) \), an analytic solution of Eq. (3.27) is possible.

The potential perturbation is composed of separate solutions in three regions. In region I (\( r < R_s \)), the mode potential satisfies the Debye shielding equation

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial}{\partial r} \delta \phi^I \right) - \frac{\ell^2}{r^2} \delta \phi^I - \frac{1}{\lambda_D^2} \delta \phi^I = 0,
\]

where \( \lambda_D^2 = T/4\pi\varepsilon_0 n_0 \). Since the potential cannot diverge at the origin, we obtain \( \delta \phi^I(r) = I_\ell(r/\lambda_D) \), where \( I_\ell \) is a modified Bessel function of the first kind. In regions II (\( R_s < r < R_p \)) and III (\( r > R_p \)), the mode potential satisfies the Laplace equation

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial}{\partial r} \delta \phi \right) - \frac{\ell^2}{r^2} \delta \phi = 0,
\]

so we find \( \delta \phi^{II}(r) = A r^\ell + B r^{-\ell} \) and \( \delta \phi^{III}(r) = C_\ell (r^\ell - R_w^\ell/r^\ell) \), where use has been made of the boundary condition \( \delta \phi^{III}(R_w) = 0 \). Eq. (3.27) also must be satisfied at the interfaces \( r = R_s \) and \( r = R_p \), where \( \partial n_t/\partial r \) gives delta function contributions. This requires that the potential be continuous at the interfaces,
\[ \delta \phi'_t(R_s) = \delta \phi''_t(R_s) \] and \[ \delta \phi''_t(R_p) = \delta \phi''''_t(R_p), \] and that the derivatives satisfy the jump conditions

\[ r \frac{\partial}{\partial r} \delta \phi_t \bigg|_{R_p^+}^{R_s^+} = \frac{2 \ell}{\omega^*} \delta \phi_t(R_s) \]  
(3.30)

and

\[ r \frac{\partial}{\partial r} \delta \phi_t \bigg|_{R_p^+}^{R_s^+} = -\frac{2 \ell}{\omega^*} \delta \phi_t(R_p), \]  
(3.31)

where \( \omega^* = \ell - \omega/\omega_E[5] \). Eliminating the unknown coefficients \( A, B, C \) yields the dispersion relation

\[
\left( \frac{R_p}{R_s} \right)^\ell \left( \frac{I_t}{\omega^*} + \frac{R_s I_{\ell-1}}{2\ell \lambda_D} \right) \left( \frac{R_p^{2t}}{R_p^{2t} - R_w^{2t}} + \frac{1}{\omega^*} \right) \\
- \left( \frac{R_s}{R_p} \right)^\ell \left( \frac{I_t}{\omega^*} + \frac{R_s I_{\ell+1}}{2\ell \lambda_D} \right) \left( \frac{R_p^{2t}}{R_p^{2t} - R_w^{2t}} + \frac{1}{\omega^*} \right) = 0, \]  
(3.32)

where \( I_t \equiv I_t(R_s/\lambda_D) \).

There are two roots for Eq. (3.32) with one above and one below the rotation frequency. The fast mode has a frequency very near to the rotation frequency of the column and has not yet been observed in the experiments. For appreciable squeeze voltage, the lower root lies well below the column rotation frequency and corresponds to the experimentally observed mode. The existence of two modes is due to the positive and negative slope of the trapped density profile. This situation is analogous to the inner and outer diocotron modes that exist for hollow profiles[5]. In the trapped-particle case, the inner (faster) mode is not unstable, since the rotation frequency is monotonically decreasing.

As \( \lambda_D \rightarrow 0 \), the dispersion relation reduces to

\[ \omega^* = \frac{R_w^{2t} - R_p^{2t} R_p^{2t} - R_w^{2t}}{R_p^{2t} - R_w^{2t} R_p^{2t} - R_w^{2t}}. \]  
(3.33)

This is the low frequency mode. The high frequency mode has vanished. In this limit, the passing particles behave like a conducting cylinder of radius \( R_s \). This
suggests that trapped-particle diocotron modes may exist in a trap with a central conducting cylinder containing two plasma columns that are completely separated axially by a strong squeeze. In that case, the damping mechanism discussed in section 3.6 would be absent. Eq. (3.33) provides some quick insight into the qualitative behavior of the low frequency trapped-particle diocotron mode. For low squeeze potentials, $R_s$ approaches the plasma radius and the azimuthal phase velocity of the wave approaches the rotation frequency of the column. At the opposite extreme, the separatrix radius approaches zero and the frequency becomes that of the usual diocotron mode

$$\omega = \omega_E \left[ \ell - 1 + \left( \frac{R_p}{R_w} \right)^{2\ell} \right].$$

(3.34)

This result is expected since the column has been completely divided and the two halves are effectively decoupled in our reduced description that ignores space charge interactions of the two columns. As we will see, this frequency dependence on squeeze voltage is observed experimentally.

For a careful comparison to experiment, we use the shooting method to obtain a numerical solution of Eq. (3.27) for realistic density profiles. Input to the theory are the magnetic field strength, voltages on the end rings and barrier electrode, z-integrated density $N(r)$, and temperature $T \equiv T(r = 0)$. From these quantities, the equilibrium trapped particle density $n_t(r)$, and separatrix velocity $v_s(r)$ are determined, as discussed in section 3.3, and Eq. (3.27) is then solved to find $\omega$. Fig. 3.5 shows a comparison of the numerically measured frequency as a function of squeeze voltage for the temperature $T(r = 0) = 0.5$ eV and magnetic field $B = 10$ kG. The azimuthal mode number is $\ell = 1$. The agreement is very good (10%), with both curves following the trend expected from the analytic solution. From Eq. (3.27), one can see trivially that the mode frequency is predicted to scale
with magnetic field strength as $\omega \propto 1/B$. This scaling is observed experimentally to an accuracy of 2% over the range 300 G to 10 kG[16]. Although the temperature enters Eq. (3.27) explicitly and implicitly [e.g., through $n_t(r)$, $n_p(r)$ and $v_s(r)$] the solutions for $\omega$ exhibit only a weak dependence on temperature, changing less than 5% as the temperature is varied by an order of magnitude. Measurements also show only a weak dependence; $\omega$ varies by 5% as $T$ varies over 0.5 – 5.0 eV.

The density perturbation of the trapped-particle mode vanishes at a specific radius. Inside this radius, the majority of particles involved in the oscillation are passing and move adiabatically along field lines. Outside this radius, the particles are mostly trapped and experience drift motion. Eigenfunctions at low and high squeeze voltages are shown in Fig. 3.6. The zero crossing ($\pi$ phase change) of the density perturbation decreases as the squeeze voltage is increased. This is expected since the stronger barrier traps more particles.

There is qualitative agreement but small systematic discrepancy in the measured and observed eigenfunctions. At low squeeze voltage, the theoretical model predicts a smaller passing particle perturbation than is observed in the experiment. At high squeeze voltage, the model predicts a larger perturbation in the passing particles than is observed. The origin of this discrepancy remains unclear. The discrepancy in $\delta n$ for $r > 1.5$ cm is due to a truncation of the density profile. The experimentally measured density profiles exhibit a small tail out at large radii. It is unknown whether this tail is real or some artifact of the measurement process. To avoid singularities in Eq. (3.27) caused by a wave-fluid resonance, we have smoothly truncated the experimentally measured density profile (at $r = 1.5$ cm) for use in the calculation.

The mode potentials for plasmas at various temperatures (0.1, 0.5, 1.0, 5.0 eV) are shown in Fig. 3.7. The Debye shielding phenomenon resulting from the
adiabatic motion of the passing particles is readily observed. As the temperature is decreased, the potential created by the trapped particle density perturbation remains essentially unchanged. However, the passing particles shield this potential from the interior of the column at very low temperatures.

As mentioned earlier, Eq. (3.32) predicts the existence of another trapped-particle mode that has an azimuthal phase velocity above the column rotation frequency. With this in mind, we return to the full kinetic model and look for numerical solutions of Eq. (3.27) for $\omega > \ell \omega_p(0)$. In fact, we have found several eigenmodes in this high frequency range. Figure 3.8 shows plots of eigenmode potentials for three such trapped-particle modes. In this case, the plasma was characterized by the density profiles in Fig. 3.4, a magnetic field of 10 kG, and a temperature of 1 eV. The potential perturbations are indexed by the number of radial nodes, $n_r$. As the radial nodes increase the azimuthal phase velocity of the waves asymptotes to the rotation frequency at the axis $[\omega(r = 0)]$. For $n_r = 0$, the phase velocity is 10% above the peak plasma rotation frequency and the electric field at the trap wall is 0.44% that of the lower branch mode. A small radial electric field at the wall is a feature common to all of the high frequency modes. This makes them extremely difficult to observe experimentally. Typically, diocotron modes are launched and detected by applying time varying voltages to the wall sectors. The coupling of these self-shielded modes to the wall sectors is very weak. However, if the modes are excited by some other means, the density eigenfunctions can be observed by dumping the plasma.

In Fig. 3.9, the trapped and passing density perturbations are shown for the low frequency and $n_r = 1$ high frequency modes. For the low frequency mode, the main perturbation of trapped particles occurs at outer radii, and the passing perturbation is at inner radii. In this situation, the potential is effectively shielded
from the column interior. In the high frequency oscillation, the main trapped and passing particle perturbations occur at inner radii. However, the trapped-particle perturbation is larger and a substantial mode potential exists at inner radii (see Fig. 3.8).

### 3.6 Collisions

In this section, we return to the discussion of the low frequency trapped-particle diocotron mode and investigate the effects of collisions between particles. Because the trapped particles and the passing particles experience different dynamics, the mode perturbation in the velocity distribution is discontinuous in collisionless theory. Setting $\langle \delta \phi_t \rangle = 0$ in Eqs. (3.18) and (3.19) yields

$$
\delta f_{tj}(r, v) = \begin{cases} 
\frac{e\delta \phi_{\perp}}{T} f_0(r, v) & |v| > v_s(r) \\
\frac{cT}{Br} \frac{\partial f_0}{\partial v} - \frac{\partial f_0}{\partial v} & |v| < v_s(r),
\end{cases}
$$

(3.35)

where we have used $f^{(0)}(r, v) = f_0(r, v)$ for $|v| < v_s(r)$ and $f^{(0)}(r, v) = f_0(r, v)$ for $|v| > v_s(r)$. This expression for $\delta f_t(r, v)$ is discontinuous in value and slope at $v = v_s(r)$. When collisions are added to the theory, the Fokker-Planck collision operator contains velocity derivatives that become arbitrarily large at such a discontinuity, so the effect of collisions on $\delta f_t$ cannot be ignored even if $\nu$ is small. Small angle scattering provides an essential correction, smoothing the distribution in a boundary layer near the separatrix. In Fig. 3.10, the perturbed distribution function at a specific radius is plotted versus velocity. The solid line represents $\delta f_{tj}$ from collisionless theory and clearly depicts the discontinuity at the separatrix velocity. The dashed line is the real part of the collisional correction to $\delta f_{tj}$ which removes the discontinuity. We will derive this correction shortly. Significantly, the correction contains an imaginary component (dot-dashed line) that is in phase with the mode electric field, so the mode can exchange energy with the scattered
particles and damp as a consequence. We will show that the velocity scattering and
damping are intrinsically associated with a kind of neo-classical radial transport.

Including the effect of collisions, the trapped-particle perturbation satisfies the equation

\[
\left\{ i \omega' - D_v(v_s) \frac{\partial^2}{\partial v^2} \right\} \delta f_{\ell}^{(t)} = \frac{i c \ell}{B r} \delta \phi_{\ell} \frac{\partial f_0}{\partial r}, \tag{3.36}
\]

where only the second derivative term in the Fokker-Planck collision operator has
been retained. In the separatrix boundary layer region, where derivatives are
large, the second velocity derivative term suffices. Here, \( D_v(v_s) \) is the coefficient
of parallel velocity diffusion evaluated at the separatrix velocity \( v_s = v_s(r) \) and is
given by Eq. (3.10).

For \( \ell > 0 \), the solution to Eq. (3.36) is given by

\[
\delta f_{\ell}^{(t)} = \frac{c \ell}{B r} \frac{\delta \phi_{\ell} \frac{\partial f_0}{\partial r}}{\omega'} \left[ 1 + i \frac{1}{\sqrt{2}} \sqrt{\frac{\omega'}{D_v(v_s)}} (v - v_s) \right], \tag{3.37}
\]

where \( a \) is an arbitrary constant and we have chosen the sign so that the exponential
decays as \( (v - v_s) \) becomes large and negative. The new term represents a collisional
correction in a boundary layer of width \( \delta v_s^{(t)} \sim \sqrt{D_v(v_s)/\omega'} \). To understand this
width, note that the sign of the perturbation seen by the trapped particles changes
on the time scale \( 1/\omega' \), and velocity diffusion can extend to the width \( \delta v_s^{(t)} \) during
this time [i.e., \((\delta v_s^{(t)})^2 \sim D_v(v_s)/\omega' \)].

Similarly, the passing-particle perturbation satisfies the equation

\[
\left\{ v \frac{\partial}{\partial z} + \frac{e}{m} \frac{\partial \phi_0}{\partial z} \frac{\partial}{\partial v} - D_v(v_s) \frac{\partial^2}{\partial v^2} \right\} \left( \delta f_{\ell}^{(p)} - \frac{e \delta \phi_{\ell}}{T} f_0 \right) = 0, \tag{3.38}
\]

where we have used \( C(f_0) = 0 \). The solution of Eq. (3.38) requires some inform-
ation concerning the \( z \)-dependence of the mode quantities, but we can obtain an
order of magnitude estimate to the collisional correction to \( \delta f_{\ell}^{(p)} \) by noting that
the operator

\[
v \frac{\partial}{\partial z} + \frac{e}{m} \frac{\partial \phi_0}{\partial z} \frac{\partial}{\partial v} \approx i \omega_b, \tag{3.39}
\]
is a derivative along a bounce orbit, which can be taken of order $\omega_b$ since passing particles see the mode quantities change by order unity during a bounce orbit. Substituting Eq. (3.39) into Eq. (3.38) and solving the resulting equation yields

$$\delta f^{(p)}_{\ell} = \frac{e \delta \phi_{\ell}}{T} f_0 + b \exp \left[ -\frac{(1 + i)}{\sqrt{2}} \frac{\omega_b}{D_v(v_s)(v - v_s)} \right].$$  \hspace{1cm} (3.40)

In this case, the correction is of width $\delta v_s^{(p)} \sim \sqrt{D_v(v_s)/\omega_b}$ since the passing particles see a sign change on the bounce time scale $1/\omega_b$.

There is a disparity between the width of the boundary layer for trapped and passing particles: $\delta v_s^{(p)} \ll \delta v_s^{(t)}$ since $\omega_b \gg 1'. The consequence of this disparity is that only the trapped-particle correction contributes significantly to the damping. Choosing $a$ and $b$ so that the value and slope of the distribution are continuous at $v = v_s$ yields

$$a = \delta \phi_{\ell} \left[ \frac{e f_0}{T} - \frac{e \ell}{Br \omega' \partial \ell} \right]_{v=v_s} \left( \frac{\sqrt{\omega_b}}{\sqrt{\omega_b} + \sqrt{\omega'}} - \frac{\sqrt{2} \sqrt{D_v}}{1 + i \sqrt{\omega_b + \sqrt{\omega'}}} \frac{mv_s}{T} \right).$$  \hspace{1cm} (3.41)

and

$$b = -\delta \phi_{\ell} \left[ \frac{e f_0}{T} - \frac{e \ell}{Br \omega' \partial \ell} \right]_{v=v_s} \left( \frac{\sqrt{\omega'}}{\sqrt{\omega_b} + \sqrt{\omega'}} + \frac{\sqrt{2} \sqrt{D_v}}{1 + i \sqrt{\omega_b + \sqrt{\omega'}}} \frac{mv_s}{T} \right).$$  \hspace{1cm} (3.42)

Dropping terms of order $\sqrt{\omega'}/\omega_b$ gives $a = \delta \phi_{\ell}[e f_0/T - (e \ell/Br \omega')(\partial f_0/\partial \ell)]_{v=v_s}$ and $b \simeq 0$. Substituting into Poisson’s equation then yields an eigenvalue equation for the mode potential

$$\nabla^2 \delta \phi_{\ell} = 4\pi e \left\{ \frac{en_p}{T} + \frac{e \ell}{Br \partial \ell} \frac{1}{\omega'} + \frac{2\sqrt{2}}{1 + i} \sqrt{D_v(v_s)} \left[ \frac{e f_0}{T} - \frac{e \ell}{Br \partial \ell} \frac{1}{\omega'} \right]_{v=v_s} \right\} \delta \phi_{\ell},$$  \hspace{1cm} (3.43)

which is subject to the boundary conditions $\delta \phi_{\ell}(0) = \delta \phi_{\ell}(R_w) = 0$. Multiplying both sides of Eq. (3.43) by $\delta \phi^*_\ell$, integrating over $rdr$, setting $\omega = \omega_r + i\gamma$, and taking the imaginary part of both sides yields an expression for the growth or
damping rate

\[ \gamma = \frac{B}{r} \int_{R_0}^{R_w} r \, dr \left| \delta \phi_r \right|^2 \sqrt{\frac{2D_e(v_n)}{\omega_E - \omega_r}} \left[ \frac{v_{\theta E}}{r} - \frac{\epsilon_f}{\rho \omega} \right] \frac{1}{\omega_E - \omega_r} \right] \bigg|_{\nu = \nu_r}. \tag{3.44} \]

For the plasmas considered here, the numerator in Eq. (3.44) is positive and the denominator is negative so that the mode is damped. To lowest order in the small parameters \( \gamma/\omega_r \) and \( \sqrt{\nu/(\ell \omega_E - \omega_r)} \), the eigenmode \( |\delta \phi| \) may be approximated by the eigenmode for \( \nu = 0 \). Indeed, the \( \gamma \) values predicted in this way by Eq. (3.44) agree closely with those obtained by direct numerical solution of Eq. (3.43) using a shooting method.

To understand the energy budget for the damping, we rewrite Eq. (3.44) as

\[ 0 = 2\gamma W + \int_{R_0}^{R_w} r \, dr \int_0^{2\pi} d\theta 2e \delta \phi(r, \theta, t) \frac{d}{dt} \left[ L \delta n_e(r, \theta, t) \right] \quad \tag{3.45} \]

\[ + \int_{R_0}^{R_w} r \, dr \int_0^{2\pi} d\theta \left[ -e \frac{\partial \phi_0}{\partial r} \right] [\delta v_r(r, \theta, t) \delta n_e(r, \theta, t) 2L], \]

where

\[ W = \frac{2Le\omega_e \ell}{B} \int_{R_0}^{R_w} 2\pi dr \frac{\left| \delta \phi_r \right|^2}{\left( \ell \omega_E - \omega_r \right)^2} \frac{\partial n}{\partial r} \tag{3.46} \]

is the mode energy, which turns out to be negative. The first term in Eq. (3.45) is the rate of change of mode energy, which is positive during damping since both \( W \) and \( \gamma \) are negative. In the second term, the quantity \( \delta n_e(r, \theta, t) \) is the collisional correction to the trapped electron perturbation, and the convective derivative \( d(L \delta n_e)/dt = (\partial/\partial t + \omega_E \partial/\partial \theta)(\delta n_e L) \) is the flux of scattered electrons to the side where the mode potential is \( +\delta \phi(r, \theta, t) \). As an electron moves along the magnetic field lines from the side where the potential is \( -\delta \phi \) to the side where it is \( +\delta \phi \), the mode does work \( 2e\delta \phi \) on the electron. The second term is the rate of such work, which turns out to be positive. In the third term, the quantity
\( \delta v_r(r, \theta, t) = -(\epsilon/B) (\partial \delta \phi/\partial \theta) \) is the radial drift velocity imparted by the mode potential, so the product \( (\delta v_r \delta n_e) \) is the radial flux of scattered particles. Thus, the third term is the rate at which the mode does work in moving the scattered particles through the potential gradient \( \partial \phi_0/\partial r \). There is a net outward radial flux of scattered particles, so the third term is negative, balancing the other two terms. In summary, the mode potential increases the kinetic energy of the scattered particles by acceleration along the magnetic field and decreases the electrostatic energy of the particles by radial transport outward, the latter effect being dominant. When the liberated energy is added to the negative energy mode, the mode damps.

To understand the sign of the second term, first recall that in the absence of collisions, \( \delta f_p(v_s) > 0 \) and \( \delta f_t(v_s) < 0 \) on the side where \( \delta \phi > 0 \). On this side, the smoothing action of collisions must produce a velocity-space flux from passing to trapped. The situation is reversed on the other side where \( \delta \phi < 0 \). Thus, the net effect is a spatial flux of trapped particles from the side where \( \delta \phi < 0 \) to the side where \( \delta \phi > 0 \). Physically, this is reasonable, since we expect collisions to produce a flux of trapped particles from the high potential energy side \( (-\epsilon \delta \phi > 0) \) to the low potential energy side \( (-\epsilon \delta \phi < 0) \). Equivalently, we expect collisions to produce heating, and the second term is the heating rate.

The \( \theta \)-average radial flux is given by

\[
\frac{1}{2\pi} \int_0^{2\pi} d\theta \delta v_r \delta n_e = D_r(r) \left[ -\frac{\partial n_0}{\partial r} + \frac{\epsilon}{T} \frac{\partial \phi_0'}{\partial r} n_0 \right],
\]

where \( D_r(r) = \epsilon (\Delta r)^2 \omega' \) is a neo-classical like diffusion coefficient. To understand this coefficient, note first that \( \epsilon = 2 \sqrt{2D(v_s)/\omega'} \exp \left[ -v_s^2/2\xi^2 \right] / \sqrt{2\pi \xi^2} \) is the fraction of particles in the boundary layer at radius \( r \), where \( v_s = v_s(r) \). In the absence of the mode, the \( \mathbf{E} \times \mathbf{B} \) drift orbits are circular for all of the particles. In the presence of the mode, the orbits for the trapped particles are distorted from circularity
by an amount $\Delta r = c \ell |\delta \phi_0| / B r \omega'$, and the distortions on the two ends are 180° out of phase. When a trapped particle is scattered and changes trapped-particle class (and drift orbit), the particle effectively makes a radial step $\Delta r$. For the particles in the boundary layer, the class changes at the rate $\omega'$. 

Eq. (3.47) is the usual form for the transport flux in the presence of a density gradient and an external force with the diffusion and mobility coefficients related by an Einstein relation[20] (i.e., $\mu = (e/T) D$). The radial electric field $-\partial \phi'_0 / \partial r = -\partial \phi_0 / \partial r + (r \omega / \ell) (B/c)$ is the effective field in the rotating frame of the wave. This is the frame where the mode perturbation is static and the Einstein relation is valid. One can easily understand that diffusion in a negative density gradient ($\partial n_0 / \partial r < 0$) produces an outward radial flux. However, the origin of the mobility term is more subtle. In $\mathbf{E} \times \mathbf{B}$ drift motion, electrons can move radially only due to an azimuthal electric field. Why then is there a preference for transport in the direction of the radial electric force?

In fact, this radial mobility preference is intimately connected with the net axial flux of scattered particles from the high potential energy side ($-e \delta \phi > 0$) to the low potential energy side ($-e \delta \phi < 0$). The preference for outward radial transport when $e \partial \phi'_0 / \partial r > 0$ is illustrated by the schematic diagram in Fig. 3.11. For the case $\ell = 1$, the solid curves represent potential energy contours [i.e., $-e \phi'_0(r) - e \delta \phi(r, \theta) = \text{const.}]$ on one side of the barrier, and the dashed curves the contours on the other side. The difference between the two arises from the fact that $\delta \phi$ has opposite signs in the two ends. If we work in the rotating frame of the wave, the pattern is stationary (except for the slow damping). A particle that is initially trapped in one end at point A will $\mathbf{E} \times \mathbf{B}$ drift along the contours until it comes to the point B where the contour is furthest from the center; that is, where $-e \delta \phi(r, \theta)$ takes its maximum value. Statistically, this is the point where the par-
ticle is most likely to be detrapped and move rapidly to the other end, where this particle or an equivalent particle is scattered and trapped. The particle will then $\vec{E} \times \vec{B}$ drift along the dashed contour, continuing its motion outward to point C. Repeating the process then takes the particle to points D and E.

If the sign of $e\partial \phi'_0/\partial r$ changes to negative, the dashed curves change into solid curves and vice versa, but this relabeling is not significant. The important change is that the particle now $\vec{E} \times \vec{B}$ drifts azimuthally in the opposite sense, and so spirals radially inward ($E \rightarrow D \rightarrow C \rightarrow B \rightarrow A$). The jumps from one side to the other now happen when the contour is closest to the center.

The sign of $e\partial \phi'_0/\partial r$ changes to negative if the angular velocity of the rotating frame exceeds the plasma rotation velocity. This implies that rapidly rotating asymmetric potentials can be used to compress the plasma radially. This technique has been known for some time and is generally known as the "rotating wall" effect[13]. We suggest that trapped-particle transport is the microscopic mechanism of the "rotating wall" in some circumstances.

Another frame in which $e\partial \phi'_0/\partial r$ is negative is one that co-rotates with a high frequency trapped-particle mode. An analysis similar to that given above for the low frequency mode reveals that the high frequency modes are also damped by the same collisional scattering process. The high frequency modes are self-shielded with the potential perturbation being largest at inner radii where $\partial n_t/\partial r$ is positive. As a result, the wave energy given by integral (3.46) is positive for the high frequency modes. Again, energy conservation requires that the third term of Eq. (3.45) cancel the first two terms. The second term represents the work done by the wave as particles move axially and remains $2e\delta \phi$. Since the first two terms now have opposite signs, the third term could be either positive or negative. However, for the high frequency modes $(\omega_r - \ell \omega_E)^2$ is usually quite small and the first term
is large and positive. This requires the third term to be negative. Therefore, the
damping of the high frequency modes is associated with a net inward radial flux.
Flux can be inward because $\partial \phi_b/\partial r$ is negative for high frequency modes.

Finally, we compare the measured and predicted and damping rates for the
lower frequency mode using realistic density profiles in the theory. Figures 3.12,
3.13 and 3.14 show a comparison of the predicted and measured rates versus squeeze
voltage, magnetic field strength, and temperature, respectively. The agreement is
to within 50% over the expected range of validity for the theory. To understand
the scaling trends we turn to Eq. (3.44). Since the denominator increases with the
number of trapped particles, which increases with the squeeze voltage, the damping
rate is expected to be a decreasing function of the squeeze voltage, and this trend
is apparent in Fig. 3.12. Since $\omega_r$ and $\omega_E$ are proportional to $1/B$, Eq. (3.44)
implies that $\gamma$ scales as $1/\sqrt{B}$. This scaling is observed for large field strength
($B \approx 2 - 10$ kG), where the theory assumption $\omega_b \gg \omega_E, \omega_r$ is well satisfied, but
$\gamma \propto 1/B$ scaling is observed at lower field strength. This latter scaling is not
understood theoretically.

Figure 3.14 shows that the measured and calculated damping rates are
decreasing functions of temperature over the range of measurements ($T = 0.5 - 6$
eV), with the experiments showing a somewhat stronger temperature dependence.
The discrepancy may be due to a radial dependence in the plasma temperature.
There are some experimental indications that heating from radial transport caused
by ambient field errors raises the temperature more at large $r$, where the damping
mechanism acts, than at $r = 0$, where the temperature is measured. Moreover,
the temperature inhomogeneity is more pronounced at higher temperatures where
the cross-field heat conduction is lower. Including such a correction to the plasma
temperature changes the slope of the measured values toward agreement with the
theory.

Recent experiments have demonstrated a correspondence between the damping of trapped-particle diocotron modes and asymmetry-induced transport[15]. In these experiments, trapped particles are created in the usual manner with an applied "squeeze" voltage. Static field errors (such as magnetic tilt) are introduced in the trap and produce perturbed drift orbits that are quantitatively similar to drift orbits associated with trapped-particle modes. The rate of radial expansion of the plasma column is found to be proportional to the damping rate of the trapped-particle diocotron mode over a wide range of plasma parameters. This correspondence strongly suggest velocity space diffusion of marginally trapped particles as the microscopic mechanism responsible for asymmetry-induced transport.

3.7 Landau Resonances

Wave-particle resonances are possible for this mode, but the associated Landau damping is small compared to the collisional damping provided $\bar{\omega}_b \gg |\ell \omega_E(r) - \omega_r|$. Here, $\bar{\omega}_b$ is the axial bounce frequency for a thermal particle. In Appendix A, we neglect collisional damping and obtain the following expression for the Landau damping rate

$$
\gamma_{LD} = - \frac{\pi}{\int_0^{R_w} r \, dr \int_0^\infty dI \sum_{n \neq 0} \left[ \delta H_{\ell,n} \delta [n \omega_b + \ell \omega_E - \omega_r] \right]} \int_0^{R_w} r \, dr \int_0^\infty dI \frac{\int dI |\delta H_{\ell,n}|^2}{(\omega_E - \omega_r)^2},
$$

(3.48)

where $|\ell \omega_E - \omega_r|/\bar{\omega}_b$ and $\gamma_{LD}/|\ell \omega_E - \omega_r|$ are assumed to be small. Eq. (3.48) employs the canonical variables $(\theta, p_\theta, I, \psi)$, where $p_\theta = -eB r^2/2c$ is the canonical angular momentum conjugate to $\theta$, and $(I, \psi)$ are action-angle variables defined for the equilibrium Hamiltonian

$$
H_0 = \frac{p_z^2}{2m} - \epsilon \phi_0(p_\theta, z).
$$

(3.49)
The action is defined in the usual manner
\[ I(p_\theta, H_0) = \frac{1}{2\pi} \int dz' p_z[z', H_0, p_\theta], \] (3.50)

and the Hamiltonian \( H_0 = H_0(I, p_\theta) \) is obtained by inversion. The rotation and bounce frequencies are then given by
\[ \omega_E(I, p_\theta) = \frac{\partial H_0}{\partial p_\theta}, \quad \omega_b(I, p_\theta) = \frac{\partial H_0}{\partial I}. \] (3.51)

The angle variable is given by
\[ \psi = \sqrt{\frac{m}{2}} \int^{z} \frac{dz' \partial H_0}{\partial I} \frac{1}{\sqrt{H_0(I, p_\theta) + e\phi_0(p_\theta, z')}} \] (3.52)

and the bounce harmonic of the mode potential by
\[ \delta H_{t,n} = \frac{1}{2\pi} \int_0^{2\pi} d\psi e^{-in\psi} \delta \phi_{\ell}[z(\psi, p_\theta, I), p_\theta]. \] (3.53)

With these definitions and expression (3.48), one can understand the issue that determines whether or not Landau damping is negligible. By hypothesis, the bounce frequency for a thermal particle, \( \bar{\omega}_b = \omega_b(\bar{I}, p_\theta) \), is large compared to the Doppler shifted mode frequency \( |\ell \omega_E - \omega| \).

Consequently, the argument of the delta function in Eq. (3.48) can vanish only for two special classes of particles. The first class consists of particles that are very close to the separatrix; the bounce frequency for these particles can be much smaller than \( \bar{\omega}_b \). However, direct calculation shows that these particles lie well within the collision dominated boundary layer, provided \( \bar{\omega}_b \gg |\ell \omega_E - \omega| \), so rapid collisional trapping and de-trapping destroys the Landau resonance. The second class consists of very slow particles (i.e., \( I \ll \bar{I} \)) that are deeply trapped on one side of the barrier or the other. These particles can provide significant Landau damping only if \( \delta H_{t,n}(I, p_\theta) \) is substantial for the low values of \( I \) required for frequency resonance.
Recall that Debye shielding forces $\delta \phi_\ell(z, r)$ to be nearly $z$-independent in the trapped particle regions well away from the squeeze barrier. If $\delta \phi_\ell(z, p_\theta)$ were exactly $z$-independent over the region of $z$ accessible to the deeply trapped particles, then Eq. (3.53) would imply that $\delta H_{\ell, n} = 0$, and there would be no Landau damping. Thus, the strength of the Landau damping depends on the degree of $z$-dependence for $\delta \phi_\ell(z, r)$ in the accessible region.

In Appendix B, we obtain approximate numerical solutions for the $z$-dependence of the mode potential. As an example of the results, Fig. 3.15 shows the potential contours for the specific case of the density profiles in Fig. 3.4: a 20 Volt squeeze voltage, and a temperature of 1 eV. Using this solution for $\delta \phi_\ell(r, z)$, we evaluate expression (3.48) and obtain the Landau damping rate. Fig. 3.16 shows a comparison of the Landau and collisional damping rates at several values of magnetic field strength. For $B > 2$ kG, the Landau damping rate is predicted to be negligible and collisions dominate the damping. In this high magnetic field regime the mode frequency is small compared to the bounce frequency. Therefore, only very deeply trapped particles bounce resonant with the wave and the wave-particle energy exchange is small. As the magnetic field strength is reduced, the mode frequency increases while the axial bounce frequency of the particles remains fixed. For low enough values of $B$, weakly trapped and even passing particles come into bounce resonance with the wave and the wave-particle energy exchange is larger. Near $B = 1$ kG, the Landau damping rate is predicted to exceed the collisional rate. However, in this low magnetic field regime $\tilde{\omega}_b \simeq |\omega_E - \omega_r|$, so a basic assumption of our theory is violated.
3.8 Conclusion

We have developed a quasi-3D model for the newly discovered trapped-particle diocotron mode. The mode consists of two diocotron oscillations that are excited 180° out of phase on either side of an applied squeeze barrier. The mode dynamics consists of trapped particles executing $E \times B$ drift motion, while passing particles stream along field lines in a Debye shielding action. The model developed here accurately predicts the frequency and eigenmode structure of the experimentally observed mode over a range of plasma parameters. Furthermore, the model predicts the existence of additional trapped-particle modes that have azimuthal phase velocities above the maximum column rotation frequency.

We have also identified the damping mechanism of the trapped-particle diocotron modes as velocity diffusion in a boundary layer near the trapped-passing separatrix. An analysis based on Fokker-Planck collisions yields a damping rate for the mode that agrees with observations to within 50% and predicts the essential scaling with plasma parameters. The damping of the negative energy modes is associated with a net outward radial flux of particles, and the damping of the positive energy modes is associated with a net inward radial flux of particles. Recent experiments suggest that the mechanism responsible for transport in the trapped-particle modes may be responsible as well for transport observed when static field asymmetries are applied to the plasma[15]. Finally, the full 3D mode potential was calculated and used to show that Landau damping of the trapped-particle modes is negligible in the high magnetic field limits, but may become the dominant damping process for low fields.
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APPENDIX A: DERIVATION OF LANDAU DAMPING EXPRESSION

Here, we derive an expression for rate of change in the trapped-particle wave amplitude due to interactions with bounce-resonant electrons. Since the trap is axisymmetric and the wall voltages are static, the total energy and canonical angular momentum are conserved quantities. Therefore, the unperturbed Hamiltonian is integrable and it is possible to obtain a canonical transformation to action-angle variables \((\theta, p_\theta, \psi, I)\). This transformation is carried out formally in Ref. [12]. In the new coordinates Eq. (3.5) becomes

\[
\left( \frac{\partial}{\partial t} + \frac{\partial H_0}{\partial I} \frac{\partial}{\partial \psi} + \frac{\partial H_0}{\partial p_\theta} \frac{\partial}{\partial \theta} \right) \delta f = \left( \frac{\partial f_0}{\partial I} \frac{\partial}{\partial \psi} + \frac{\partial f_0}{\partial p_\theta} \frac{\partial}{\partial \theta} \right) \delta H, \tag{A-1}
\]

where \(C = 0\) in the present collisionless analysis. Here \(p_\theta = -eB r^2/2c\) is the radial coordinate, \(I = \oint p_z(z, p_\theta, H_0)dz\) is the bounce action and \(\delta H = -e\delta\phi\) is the perturbed Hamiltonian. \(\theta\) and \(\psi\) are the variables canonically conjugate to \(p_\theta\) and \(I\), respectively. We assume that the equilibrium satisfies the Boltzmann condition so that \(\partial f_0/\partial H_0 = -f_0/T\). Solving Eq. (A-1) for perturbations that vary as \(\exp[i(n\psi + \ell \omega_E - \omega t)]\) we obtain

\[
\delta f_{\ell,n} = \left[ \frac{\ell \frac{\partial f_0}{\partial p_\theta} - n \omega_b \frac{\partial f_0}{\partial T}}{n \omega_b + \ell \omega_E - \omega} \right] \delta H_{\ell,n}, \tag{A-2}
\]
where \( \omega_b = \partial H_0/\partial I \) is the bounce frequency and \( \omega_E = \partial H_0/\partial \psi_0 \) is the bounce averaged rotation frequency.

Substituting into the Poisson equation gives

\[
\left[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial}{\partial r} \right) - \frac{\ell^2}{r^2} + \frac{\partial^2}{\partial z^2} \right] \delta \phi_\ell = -4\pi e \int_{-\infty}^{+\infty} \sum_{n=-\infty}^{+\infty} e^{i(n-n')\psi} \left[ \frac{\ell \frac{\partial \phi_0}{\partial \psi_0} - n\omega_b \frac{b}{T}}{n\omega_b + \ell \omega_E - \omega} \right] \delta H_{\ell,n'} \delta H_{\ell,n}.
\]

(Multiplying the term on the left and side of Eq. (A-3) by \( \delta \phi_\ell^* \) and integrating over the volume of trap yields a real quantity. Therefore, it must also be true that

\[
0 = \text{Im} \left\{ \int_0^{R_w} \frac{2\pi r dr}{\int_0^{+\infty} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} e^{i(n-n')\psi} \left[ \frac{\ell \frac{\partial \phi_0}{\partial \psi_0} - n\omega_b \frac{b}{T}}{n\omega_b + \ell \omega_E - \omega} \right] \delta H_{\ell,n'} \delta H_{\ell,n} \right\}.
\]

Since phase space volume is conserved in Hamiltonian systems, \( m dv dz = dI d\psi \), we can rewrite Eq. (A-4) as

\[
0 = \text{Im} \left\{ \int_0^{R_w} r dr \int_0^{+\infty} dI \int_0^{2\pi} d\psi \sum_{n,n'} \int_{-\infty}^{+\infty} e^{i(n-n')\psi} \left[ \frac{\ell \frac{\partial \phi_0}{\partial \psi_0} - n\omega_b \frac{b}{T}}{n\omega_b + \ell \omega_E - \omega} \right] \delta H_{\ell,n'} \delta H_{\ell,n} \right\}.
\]

The \( \psi \)-integral gives the Kroenecker delta function \( \delta_{nn'} \) and we have

\[
0 = \text{Im} \left\{ \int_0^{R_w} r dr \int_0^{+\infty} dI \sum_{n=-\infty}^{+\infty} \left[ \frac{\ell \frac{\partial \phi_0}{\partial \psi_0} - n\omega_b \frac{b}{T}}{n\omega_b + \ell \omega_E - \omega} \right] |\delta H_{\ell,n}|^2 \right\}.
\]

Setting \( \omega = \omega_r + i\gamma_{LD} \) and expanding in the small quantity \( \gamma_{LD}/\omega_r \) we obtain

\[
0 = \gamma_{LD} \int_0^{R_w} r dr \int_0^{+\infty} dI \sum_{n=-\infty}^{+\infty} \left[ \frac{\ell \frac{\partial \phi_0}{\partial \psi_0} - n\omega_b \frac{b}{T}}{(n\omega_b + \ell \omega_E - \omega_r)^2 + \gamma_{LD}^2} \right] |\delta H_{\ell,n}|^2.
\]

For \( \gamma_{LD} < 0 \), the \( I \)-integral must be deformed into a contour that passes below the pole in accordance with Landau’s initial value treatment. This procedure can be effected by replacing \( \gamma_{LD} \) with \( |\gamma_{LD}| \) in the neighborhood of the pole. Integral (A-7) can be divided into resonant and non-resonant contributions. For \( \omega_b \gg \omega_E - \omega_r \),
the non-resonant contribution will be dominated by the $n = 0$ term

$$0 = \gamma_{LD} \int_0^{R_w} r \, dr \int_0^\infty dI \frac{\ell \frac{\partial f_o}{\partial \phi}}{(\omega_E - \omega_r)^2} |\delta H_{t,0}|^2$$

$$+ |\gamma_{LD}| \int_0^{R_w} r \, dr \int_0^\infty dI \sum_{n \neq 0} \left[ \frac{\ell \frac{\partial f_o}{\partial \phi} - n \omega_b \frac{f_o}{T}}{(n \omega_b + \ell \omega_E - \omega_r)^2 + \gamma_{LD}^2} \right] |\delta H_{t,n}|^2, \quad (A-8)$$

where the second integral is evaluated in the neighborhood of the resonant points.

We are considering a situation in which $\omega_r \neq \omega_E(r)$ anywhere inside the plasma, so that the first term is a proper integral. In the limit of small $\gamma_{LD}$, the second term in Eq. (A-8) can be simplified using the following form of the Dirac delta function

$$\lim_{\epsilon \to 0^+} \frac{\epsilon}{(x - y)^2 + \epsilon^2} = \pi \delta(x - y) \quad (A-9)$$

and we find that

$$\gamma_{LD} = - \frac{\pi \int_0^{R_w} r \, dr \int_0^\infty dI \sum_{n \neq 0} \left[ \frac{\ell \frac{\partial f_o}{\partial \phi} - n \omega_b \frac{f_o}{T}}{(n \omega_b + \ell \omega_E - \omega_r)^2 + \gamma_{LD}^2} \right] |\delta H_{t,n}|^2 |n \omega_b + \ell \omega_E - \omega_r|}{\int_0^{R_w} r \, dr \int_0^\infty dI \ell \frac{\partial f_o}{\partial \phi} |\delta H_{t,0}|^2}, \quad (A-10)$$

which is Eq. (3.48).]

**APPENDIX B: AXIAL DEPENDENCE OF MODE POTENTIAL**

A direct solution of the complete 3D eigenvalue problem is a challenging numerical problem. Therefore, an iterative approach will be used to find an approximation of $\delta \phi_\ell(r, z)$ in the high bounce frequency limit ($\omega_b \gg \ell \omega_E - \omega$). Including axial dependence, the Poisson equation for the perturbations is

$$\left[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial}{\partial r} \right) - \frac{\ell^2}{r^2} + \frac{\partial^2}{\partial z^2} \right] \delta \phi_\ell(r, z) = 4\pi \epsilon \delta n_\ell(r, z) \quad (B-1)$$

To get the density perturbation $\delta n_\ell(r, z)$, we note that there is a drift and an adiabatic contribution. From Eq. (3.13), the adiabatic contribution is given by

$$\delta n_\ell^{(a)} = \int_{-\infty}^{+\infty} dv \frac{e f_o(r, z, v)}{T} \delta \phi_\ell(r, z) - \int_{-\nu_a(r)}^{\nu_a(r)} dv \frac{e f_o(r, z, v)}{T} \langle \delta \phi_\ell(r, z) \rangle, \quad (B-2)$$
where we have used \( \langle \delta \phi_\ell \rangle = 0 \) for passing particles. The first integral on the right hand side of Eq. (B-2) is straightforward. However, the second integral cannot be evaluated without first obtaining \( \delta \phi_\ell(r, z) \) which is not yet known. In order to simplify the calculation, we recall that the squeeze and end regions are small compared to the overall column length. To a good approximation we can use the infinitesimal squeeze region solutions found in section 3.5 for the bounce average potential, that is, \( \langle \delta \phi_\ell(r, z) \rangle \approx \delta \phi_\ell(r) \), where \( \delta \phi_\ell(r) \) is a solution to Eq. (3.27). Thus, the adiabatic density perturbation is

\[
\delta n^{(a)}_\ell = \frac{e n_0(r, z)}{T} \delta \phi_\ell(r, z) - \frac{e n_t(r, z)}{T} \delta \phi_\ell(r),
\]

(B-3)

The drift perturbation can be found by considering the change in the number of trapped particles on a field line due to the presence of the mode. Again, we make the approximation \( \langle \delta \phi_\ell(r, z) \rangle \approx \delta \phi_\ell(r) \) and obtain the radial displacement of the trapped particles \( \Delta r = -e\ell\delta \phi_\ell(r)/Br\omega'(r) \). The associated density perturbation due to drift motion is

\[
\delta n^{(d)}_\ell = n_t(r - \Delta r, z) - n_t(r, z) = \frac{e\ell}{Br} \frac{\partial n_t(r, z)}{\partial r} \frac{\delta \phi_\ell(r)}{\omega'(r)},
\]

(B-4)

where \( \omega'(r) = \ell\omega_E(r) - \omega \) and \( \omega \) is given in the solution of Eq. (3.27). Of course, the passing particles have no bounce average drift perturbation.

Substituting the total density perturbation into Poisson’s equation yields the equation

\[
\left\{ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial}{\partial r} \right) - \frac{\ell^2}{r^2} + \frac{\partial^2}{\partial z^2} \right\} \delta \phi_\ell(r, z) - \frac{4\pi e^2 n_0(r, z)}{T} \delta \phi_\ell(r, z)
\]

\[
= \left[ \frac{4\pi e\ell}{Br\omega'(r)} \frac{\partial n_t(r, z)}{\partial r} - \frac{4\pi e^2 n_t(r, z)}{T} \right] \delta \phi_\ell(r).
\]

(B-5)

For consistency, we verify that \( \delta \phi_\ell(r, z) = \delta \phi_\ell(r) \) inside the main column by setting them equal in Eq. (B-5) and noting that Eq. (3.27) is recovered. The radial boundary conditions on Eq. (B-5) are \( \delta \phi_\ell(0, z) = \delta \phi_\ell(R_w, z) = 0 \). Further, \( \delta \phi_\ell(r, 0) = 0 \).
because the mode is odd about $z = 0$. At large $z$, the mode potential decays exponentially and we impose the condition $\delta \phi_L(r, L_\infty) = 0$, where $L_\infty$ is suitably larger than $L$. Eq. (B-5) is discretized and solved directly by matrix inversion.
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Figure 3.1: A nonneutral plasma column confined in a Malmberg-Penning trap that has been partially divided by the application of an external squeeze voltage, $V_{sq}$.
Figure 3.2: Density and potential contours for a squeezed column equilibrium.
Figure 3.3: Phase-space orbits at $r = 0.5$ cm with an applied squeeze potential $V_{sq} \sim \phi_0(0, 0)/2$. The shaded region represents the boundary layer (not to scale) where velocity space diffusion occurs and causes mode damping.
Figure 3.4: Trapped, passing and total particle density profiles.
Figure 3.5: Mode frequency versus applied squeeze voltage for the low frequency trapped-particle mode. The value varies smoothly between the rotation frequency at the radial edge of the plasma and the diocotron mode frequency.
**Figure 3.6:** Density eigenfunctions for the low frequency trapped-particle mode at 5 and 36 Volt squeeze. The theoretical calculation used a density profile that was truncated at 1.5 cm. The curves which approach zero at \( r = 0 \) are \([\delta n] \). The curves which are finite at \( r = 0 \) represent the phase of \( \delta n \) normalized to \( \pi \).
Figure 3.7: Mode potentials at various temperatures. At low temperatures the potential is shielded from inner radii by the passing particles.
Figure 3.8: Upper branch mode potentials. As the radial nodes increase, the wave phase velocity approaches the rotation frequency on center.
Figure 3.9: Trapped (a) and passing (b) density perturbations for the low frequency and first high frequency modes.
Figure 3.10: Perturbed distribution function at $r = 1$ cm. Solid line is the collisionless theory and exhibits a discontinuity at the separatrix radius. Dashed line is the collisional correction to the real part of $\delta f$. Dot-dashed line is the imaginary part of the collisional correction to $\delta f$. 
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Figure 3.11: Potential energy contours in the frame of an $\ell = 1$ wave (solid $z > 0$, dashed $z < 0$). A particle initially at point A is transported to point E through orbits along potential contours and detrapping/retrapping collisions at points B, C and D.
Figure 3.12: Mode damping rate vs. applied squeeze voltage from theory [Eq. (3.44)] and experiments.
Figure 3.13: Mode damping rate vs. magnetic field. The theory correctly predicts the $B^{-1/2}$ at high magnetic fields. At low field, the fast bounce assumption is violated and the theory breaks down.
Figure 3.14: Mode damping rate vs. temperature.
Figure 3.15: Contour plot of mode potential showing axial dependence in the squeeze region and near column end.
Figure 3.16: Mode damping rate due to Landau resonance and collisions versus magnetic field.
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